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Abstract 

Nanocrystalline materials of defect free anatase and rutile SnO2 together with Ti and Y 

in anatase SnO2 have been modelled successfully using classical molecular dynamics 

simulations together with Buckingham potential. The structural properties of these 

SnO2 phases were analysed using radial distribution functions (RDFs). The effect of 

increasing temperature in pure SnO2 and doped SnO2 were studied. In both pure and 

doped materials, RDFs suggest phase transition at higher temperature, where anatase 

SnO2 transforms to rutile SnO2. Rutile SnO2 was found to be more stable than anatase 

SnO2. The results showed that the dopants have different effects on the SnO2 material. 

Ti defect is found to lower the transformation temperature of anatase to rutile SnO2. Y 

defect is found not to have any effect on the anatase to rutile SnO2 transformation. 

Thermodynamic properties such as volume thermal expansion coefficient and specific 

heat capacity were also calculated from above Debye temperature. Volume thermal 

expansion coefficient was obtained from volume versus temperature curves. Volume 

thermal expansion coefficient for rutile and Ti-anatase SnO2 were found to be not of 

the same order with the calculated results. Specific heat capacity calculated from 

energy versus temperature curves was found to be in agreement with the Dulong and 

Petit law of solids. 

Nanocrystalline Al/Y co-doped SnO2 powders were successfully synthesized using the 

sol-gel method. The samples were subjected to different temperatures 100 (as 

prepared) 200, 400, 600, 800 and 1000 oC. The effects of co-doping and temperature 

on the structural and optical properties of Al/Y co-doped SnO2 nanoparticles as well as 

morphology were investigated. The characterization techniques used were X-ray 

powder diffraction (XRD), Raman spectroscopy, Scanning electron microscopy (SEM) 

and UV-visible spectroscopy (UV-vis). The average particle sizes were found to be in 

the range between 2.5–8 nm and the strains were calculated to be 2.76–0.53 with 

increasing temperature for as prepared and the sample sintered at different tempe-

ratures. The Raman bands were found to correspond with the literature. At a higher 

temperature of about 800 oC the materials were found to contain the second phase 

which is yttrium stannate. However no information about aluminium was found. The 

optical band gap were found to be between 3.3–3.99 eV in the temperature range 

200–1000 oC.  
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Chapter 1 

------------------------------------------------------------------------------------------------- 

General Introduction 

------------------------------------------------------------------------------------------------- 
 
1.1 Introduction 
 

There is growing interest in nanocrystalline materials because of their unique physical 

and chemical properties in comparison to their bulk counter parts. Recently the interest 

in nanocrystalline material has been increased due to the possibility of producing 

superhard and superplastic ceramics and catalysts [1]. The possible future uses of 

nanocrystallline materials include: production of hydrogen, removal of pollutants and 

toxins, medical imaging, bio-tags for gene identification, drug manufacture, protein 

analysis, flat–panel displays, illumination, optical and infrared lasers and many more [2]. 

Currently, here in South Africa, nanomaterials are being investigated for future water 

purification and sensing. The metal-oxide nanocrystalline materials like tin dioxide 

(SnO2) are currently of considerable technological interest as they are being used in the 

chemical, pharmaceutical, ceramic and electronic industries. The material speciality is 

on dual valency that the tin atom possessed, with tin preferably attaining an oxidation 

state of 2+ or 4+. This dual valency facilitates a variation of the surface oxygen 

composition [3]. SnO2 is a crystalline solid with a tetragonal crystal rutile structure which 

is known to be stable only at high pressures and temperatures [4]. 

Under normal conditions SnO2 crystallizes in tetragonal rutile structure, which belongs 

to the p42/mnm space group. However there are some other phases which were found at 

higher temperature and pressure experiments ranging from rutile to cotunnite phases 

[5]. SnO2 is an n-type semiconductor with a wide band gap of 3.6 eV [6] at room 

temperature which is characterised by oxygen vacancy. The intrinsic oxygen vacancies 

(Vo’’) are compensated by electrons [7]. Its composition can be represented as SnO2-δ, 

where 10-5< δ <10-3 characterizes the deviation from the stoichiometry [8]. Due to the 

following advantages: high mechanical and chemical stability, low price and stability at 

high temperatures and pressure and also in acidic and basic environment [9], SnO2 

became the most fascinating material to be explored. It has outstanding technological 
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applications which are induced by its remarkable properties such as structural, 

electronic, optical, electrical and chemical properties [10]. Previous studies have shown 

that the size, morphology and dimensionality of semiconductors have impact on those 

properties. Significant efforts have been dedicated to the design of nanostructured 

semiconductor materials in order to improve their performance in optical, sensor, 

electronic and electrochemical applications [11]. For example, it has been demonstra- 

ted that the gas sensitivity of nanocrystalline SnO2 sensors increases greatly as the size 

of SnO2 crystallites decreases below ~10 nm [12]. SnO2 is known to have many 

applications and among them, transparent conduction oxides, catalysis and gas sensing 

were considered to be its main applications [3]. 

Transparent conducting oxides (TCO) are of great value in infrared reflective coatings 

and in optical displays such as active matrix liquid crystal displays. The majority of 

TCOs are n-type conductors such as indium tin oxide, fluorine-doped tin dioxide 

(SnO2:F), or ZnO. A typical TCO is tin dioxide [13]. In chemical applications, oxides are 

used as support materials for dispersed metal catalysts but also often exhibit catalytical 

activity by themselves. Furthermore, it is becoming increasingly apparent that the active 

phase of some metal oxidation catalysts is in fact their oxides rather than the pure metal 

[3]. In the case of gas sensing, this serves as a unique material for gas sensors due to 

some of its fundamental chemical and physical properties [14] and its high sensitivity is 

also an advantage [15]. SnO2 based gas sensors have been synthesized in various 

forms which include thin films, thick films and pellets [16]. In most cases sensors are 

used for the detection of various toxic or explosive gases in air. Many studies have 

shown that even though the material has interesting properties as compared to other 

semiconducting metal oxides, it also has some draw backs such as low selectivity and 

grain growth which bring poor performance [17]. Due to these draw backs, there are few 

studies of pure SnO2 phases to improve its performance. 

Introduction of impurities (transition metal or other metal oxides) to the material is the 

common way of improving the sensing properties (selectivity, sensitivity, thermal 

stability and working temperature) of the material [18]. This is achieved by modifying 

other properties and reducing grain growth at elevated temperatures [14]. Impurities can 

also create a large number of oxygen vacancies, increase the electrical conductivity and 

density of SnO2 [7]. In addition to impurities, finding a proper synthesis method for 

fabrication of the material with very small particles was another way of enhancing the 
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performance. The conductivity of the material arises from the oxygen deficient sites and 

it could be modulated from normal semiconducting to a degenerate one by suitably 

doping the material and manoeuvering the oxygen deficient sites [19]. Nanocrystalline 

doped SnO2 is an interesting subject especially in its gas sensing application to the 

researchers. Enormous studies carried out on this material show that not all dopants 

give the desirable applications for example; Padmavathy et al., [20] found that the 

addition of K and Ni enhance the grain growth. The performance of the dopants 

depends on their nature such as ionic radius. Dopants can be applied in the form of 

single or double doped depending on the desirable applications. However there are few 

studies on double doped than single doped SnO2.  

A broad range of metals and their oxides were tested as dopants in SnO2. These 

impurities are generally divided into two groups: 1. Catalytic (Pt, Pd, Ru, Rh) and 2. 

Electroactive (In, Sb, Cu, Ni, Mn) dopants [6, 21-22]. Catalytic dopants became an 

interesting subject to many studies. Platinum (Pt) as an example of catalytic was used 

[23]. It was illustrated that platinum atoms are spread over the SnO2 surface as clusters 

of size < 2 nm. It is assumed that the clusters catalyse specific chemical interactions of 

SnO2 with gases according to one of two mechanisms, chemical or electronic [14]. The 

electroactive dopants also lead to a change in the concentration of free charge carriers 

in SnO2. It is assumed that dopants metals are distributed in the bulk of SnO2 grains 

and occupy tin positions in the crystal structure, with the resulting increase in the 

electrical resistance of the material due to compensation of intrinsic VO
2+ donor defects 

with Msn- acceptor doping centers [14]. These materials can be synthesized using 

chemical and physical methods. In both methods, the production of qualitative materials 

plays a great role and is influenced by the interatomic interactions and the thermo- 

dynamic environment of the material. Various nanocrystalline SnO2 forms have been 

synthesized by a number of research groups using various techniques such as spray 

pyrolysis [24], sol-gel [25], plasma enhanced chemical vapour deposition (PECVD) [26], 

and magnetron sputtering technique [27, 28]. However, among all these, it was 

proposed that sol-gel or solution based techniques offer a very high extent of flexibility 

with simplicity for tailoring crystal size and modifying the system properties. Molecular 

dynamics (MD) is often used together with these experimental methods to obtain the 

reliable method of synthesis. 
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In this study the focus is on exploring the properties of pure SnO2, single doped SnO2 (Y 

-anatase SnO2, Ti -anatase SnO2) and co-doped SnO2 (Al/Y doped SnO2). Pure SnO2 

and single doped SnO2 will be studied using computational method (molecular 

dynamics) where the effects of dopants and temperature on structural properties, 

stability and phase transformation on the material will be investigated using radial 

distribution functions (RDFs). Thermodynamic properties (volume thermal expansion 

coefficient and specific heat capacity) will be calculated using volume versus 

temperature and energy versus temperature plots. In co-doped SnO2 experimental 

method (sol-gel method) will be used to synthesize the material. The analysis will be 

done using X-ray powder diffraction (XRD), Raman spectroscopy, Scanning Electron 

Microscopy (SEM), and Ultraviolet-visible spectroscopy (UV-vis) for the effect of 

dopants and temperature on structural, phase transition and optical properties of SnO2 

material. The remainder of this dissertation is arranged as follows: The following chapter 

2 deals with literature review. In the literature review basic structural properties, SnO2 

for semiconducting devices, SnO2 for gas sensing, the effect of particle size and optical 

properties of the material are discussed. Computational methods used in this research 

proceeds the literature review in chapter 3. This is where classical molecular dynamics 

algorithms and typical potentials used in this research are being described. The results 

of defect free anatase and rutile SnO2 and Ti and Y defects in SnO2 are discussed in 

chapters 4 and 5, respectively. The results of the experimental studies of Al/Y co-doped 

SnO2 are presented in chapter 6. 
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Chapter 2 

---------------------------------------------------------------------------------------------------- 

Literature Review 
---------------------------------------------------------------------------------------------------- 
 
2.1 Introduction  
 

Few decades ago nanocrystalline materials such as SnO2, TiO2, VO2, ZnO and InO3 

became the subject of increasing interest to many researchers due to their potential 

technological applications in many areas of research such as health, energy industry, 

water and environment. Amongst the family of nanocrystalline materials SnO2 attracted 

a great attention due to its outstanding technological applications such as gas sensors, 

catalytic application, transparent conducting electrodes, liquid crystal displays, etc., [29, 

30-33]. These applications are influenced by the unusual characteristics of SnO2 such 

as structural, optical, magnetic and electrical properties. SnO2 is very stable and strong 

at high temperature and has a very good resistance to strong bases and acid 

environment at room temperature [34-36]. In addition to these remarkable properties, it 

also has the ability to combine the low electrical resistance with high transparency in 

visible range and high reflectivity in infra-red range [3]. Due to this property, SnO2 

became a powerful material for transparent electrodes, anti-corrosion coatings, liquid 

crystal display and solar cells etc. 

Recently many researchers focused much attention on gas sensing because of the 

following factors: SnO2 can sense the reducing gases at the parts per million (ppm) 

level and it can operate at relatively low temperatures [37-38]. It is an inorganic 

compound and in mineral form is called cassiterite, which occurs naturally. It is known to 

be the main ore of tin [39]. SnO2 is colourless and amphoteric and occurs in many forms 

of phases but much attention is on rutile because of its stability as mentioned above. 

This material has been studied in various forms ranging from powders [20, 34, 40] to 

thin films [41-42]. However broader studies have been carried out on this material in the 

form of thin films because of its useful electrical and optical properties [43-45]. The 

performance of this material is known to be directly dependent on particle size. In 

addition to particle size, other factors such as low degree of agglomeration, mono- 

geneous size and homogenous arrangement of particles were also desirable for various 
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applications [46]. It is known that SnO2 has some draw backs such as low selectivity 

and grain growth at higher temperatures which results in poor performance [47]. The 

addition of impurities and the correct selection of right synthesis methods were proven 

to be the only ways of enhancing the material performance as mentioned in chapter1. 

This literature review focuses on structural properties, SnO2 for semi-conducting 

devices, SnO2 for gas sensing, the effect of particle size and optical properties of the 

material. 

 
2.2 Structural Properties of SnO2 
 

SnO2 also known as the stannic oxide crystallises in various forms ranging from the 

stable rutile to high pressure cotunnite. Specifically under extremes of pressure the 

transformations is rutile    CaCl2-type    PbO2-type     pyrite-type    ZrO2-type                 

 fluorite-type and lastly cotunnite phase [10, 48-49]. Experiments [50-51] have shown 

another tetragonal metastable anatase phase and it also found that calculations suggest 

that the anatase SnO2 is metastable relative to rutile under all temperatures and 

pressures, but it transforms spontaneously to rutile at extremely high temperatures [10, 

48, 50, 52]. However rutile is known to occur in nature. The tetragonal rutile phase is a 

degenerate n-type semiconductor with a wide band gap of 3.6 eV. The two phases 

(rutile and anatase) differ by lattice parameters: the rutile lattice parameters of a = b = 

4.737 Å and c = 3.186 Å. Furthermore literature showed that both experimental 

conditions [5, 48] and theoretical predictions [53-54] of rutile tin dioxides have two Sn 

cations at positions 2a: (000) and (½½½), and the six O anions at positions 4ƒ± (u, u, 0; 

½ + u,½ - u, ½) with u = 0.3056 [55] at ambient conditions whilst the anatase SnO2 has 

lattice parameters of a = b = 2.832 Å and  c = 7.114  Å [10,48,50]. Both the rutile and 

anatase SnO2 are in such a way that Sn4+ ion has six O2- ions coordination, and the O2- 

ion has three Sn4+ ions coordination. The difference is brought by the fact that in rutile 

the Sn-O octahedral shares two edges with other octahedrons whereas in anatase the 

Sn-O octahedral share four edges with other octahedrons. This results in rutile having 

the space group no.136; 𝐷4ℎ14; P42/mnm [56] and anatase the space group no. 141; 𝐷4ℎ19; 

I41/amd [56]. The illustrations are shown in the figures 2.1 and 2.2. The structures 

consist of tin (Sn) and oxygen (O) atoms. Tin atoms are associated with grey atoms and 

Oxygen atoms are associated with red atoms. In addition to the above mentioned 

phases of SnO2, other phases were found. Rai [57] recently studied the structural 
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properties of Zn-Cu doped tetragonal perovskite type SnO2 and discovered that 

substitution of ZnO and CuO dopants altered the structure of SnO2 material. In addition 

to the structural changes, the new phase, orthorhombic with lattice constant a = 23.5237 

Å, b = 8.2183 Å and c = 5.1803 Å or a = 21.8594 Å, b = 5.3200 Å and c = 5.1803 Å 

respectively were found. Some of the results, similar to the findings of Rai [57] were 

obtained by Keekenler et al., [41] where the effect of 7 at %Y investigated. Cubic phase 

of SnO2 was found from boron doped SnO2 at different dopants concentrations (1 at 

%B, 3 at %B, 5 at %B and 7 at %B) and Y doped SnO2 at (1 at %Y, 3 at %Y, 5 at %Y). 

Other researchers [58, 5] found the cubic phase of SnO2 under high pressure. However, 

recently hetero-phase structures (cubic, orthorhombic, tetragonal rutile crystal) were 

found from experimental studies based on the solutions carried out at atmospheric 

pressure [41, 59-61]. Another phase which is columbite SnO2 (C-SnO2) phase is not 

included in the sequence, but it belongs to the orthorhombic space group Pbcn with 

lattice parameters of a = 4.714 Å, b = 5.727 Å and c = 5.214 Å which is similar to the α-

PbO2 structure [62] and was found in higher pressure experiments [63-65] of SnO2 

powder. However, several researchers did show that C-SnO2 can be produced through 

a variety of low pressure routes [66-69]. It has been considered an unstable inte-

rmediate phase in the transition from disordered SnO2 to crystalline rutile SnO2 [68-70]. 

The fluorite and pyrite–type structures of SnO2 take place in different oxygen atomic 

positions [71]. In the fluorite-type oxygen atoms are located at u = 0.25 in the 8c 

Wyckoff positions with space group Fm-3m whereas in pyrite–type oxygen atoms are 

located at u = 0.35 in the 8c Wyckoff position with space group Pa-3 [71]. However 

many researchers concentrated much on rutile SnO2 due to its stability in higher 

temperature and acidic environments as it has been mentioned above. Solid state 

physics emphasizes that applying heat treatment to the material may cause changes to 

its crystal geometry and electronic structure [72-73]. Increasing the heat,  increases the 

oscillation frequency of lattice atoms and forces them to change their displacements. 

This results in distortions in the crystal structure of the material. Distortions as a result of 

increasing temperature weaken the bonds and alter both electronic properties and 

geometry of the crystal structure [42]. Moreover many researchers reported that 

temperature has a significant effect on the stability of the material in terms of particle 

growth. 
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Figure 2.1: The rutile phase of tin dioxide (SnO2). 
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Figure 2.2: The anatase phase of tin dioxide (SnO2). 
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Mishra et al., [74] investigated the effect of temperature on SnO2 thin films and found 

that the best crystalline structure films can be obtained at higher temperatures. 

However, higher temperatures result in larger grain size. In addition to larger grain size, 

the good structural quality surface, the phase transition from anatase to rutile occurred 

at higher temperatures [10, 48, 50, 52, 75]. Karshoğlu et al., [75] investigated the effect 

of substrate temperature and deposition time on SnO2 thin films and also observed the 

increase in grain size, porosity of the films and coating thickness when the substrate 

temperature and deposition time increased. However increasing temperature was 

observed to have more effect than deposition time and also influence the transition from 

SnO to orthorhombic SnO2 at the temperature of about 600 OC [4, 75]. It is also known 

that temperature governs the degree of interaction between the dopants and the host 

which results in morphology changes and bond-length variation [76]. The effect of 

temperature in particle growth was minimized by adding some impurities to the material. 

Finally the effect of temperature on the crystal structure of the material can be analyzed 

by many techniques including X-ray diffraction (XRD), Scanning Electron Microscope 

(SEM), Transmission Electron Microscope (TEM), Atomic Force Microscopy (AFM), 

Radial Distribution Function (RDF) and many more. Figure 2.3 shows the variation of 

grain size with calcination temperature. 
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Figure 2.3: The variation of grain size with calcination temperature (OC) [74]. 
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2.3 SnO2 for Semiconducting Devices 
 

As a direct band gap semiconductor, SnO2 is a promising material for applications in  

short-wavelength light-emitting diode and laser diode due to its large band gap of 3.6 eV 

and high exciton binding energy of 130 meV at room  temperature [1, 10, 48, 50]. The 

undoped SnO2 thin film shows n-type conduction due to native oxygen vacancy defects. 

Experimentally, the p-type SnO2 has been obtained by doping with some transition 

metals [48, 52, 79]. Doping has been widely studied to alter the properties of 

nanocrystals in desirable and controllable ways. Dopants can strongly influence electro- 

nic behavior of bulk semiconductor. The addition of impurity with one more valence 

electron than the host atom donates extra electron to the semiconductor (n-type doping) 

greatly increasing the conductivity of the intrinsic semiconductor [22]. In this sense, the 

development of doped nanocrystalline materials is critical for many materials. Defect 

solid state theory [1, 10, 16, 48, 50-52, 77-81] also emphasises how the role of defects 

can affect the properties of materials electronically, mechanically and chemically. 

In most cases dopants were introduced in the material to improve its performance by 

modifying the properties of the material and lower the grain growth at elevated 

temperature. Dopants are introduced by reduction of oxygen or adding impurities into 

the materials. Dopants can be introduced in the form of single doped or double doped 

on the material depending on the desirable applications. However there are few studies 

on double doped than single doped. When the dopants are added into the material they 

follow two of these possible positions, substitutional or interstitial positions, in the 

material lattice [40]. The doping of the SnO2 occurs by replacing Sn4+ and O2- atoms 

with dopants [42]. The efficiency of dopants was proved to be dependent on the 

difference between the ionic radius of the dopants and the host atoms [82]. 

Theoretically, it has been found that the effective substitution of Sn4+ or O2- by µα+ (α> 4) 

and ß- elements increases the n-type conductivity [83-85]. But the substitutions of Sn4+ 

by ɤƟ+ (Ɵ<4) elements can reduce n-type conductivity and induce p-type conductivity 

[86-88]. This process leads to trapping of free electrons at the same time eliminating 

free electrons. The following µ, ß and ɤ represent possible defect atoms and α and Ɵ 

represent the possible oxidation states. When applied into a powder, they follow 

different path: form a new crystallographic structure or solid solution, migrate to the 

surface (surface additives), or nucleate to a second phase and diffuse into bulk of the 
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particle [89]. It is reported that the draw backs of pure SnO2 were minimised by the 

introduction of dopants in the material [7] and in addition to minimization of draw backs, 

some physical properties such as electrical conductivity and density of the material are 

enhanced [90,168]. However the introduction of dopants gives the desirable and 

undesirable properties. For example, Ravichandran et al., [91] recently reported that Sb 

and F co-doping SnO2 were found to influence the grain growth but reduced the 

electrical resistivity of the material, meaning applications that depend on specific 

surface area of the material would suffer. The substitution of Sn ions by copper or 

titanium ions created more oxygen vacancies in the material [7, 40] which improves the 

sensitivity of the material. The dopants of which their ionic radii were close to the ionic 

radius of the host material (SnO2) were found to have more effect on the performance 

as compared to the one having higher ionic radius. For example dopants such as Al, Ti, 

Cu [7, 40, 92] were found to have more influence than Y due to their difference in ionic 

radii [89]. 

 

2.4 SnO2 for Gas Sensing 
 

The major applications of gas sensors are for domestic or industrial security, 

environmental and emission monitoring, medical and agribusiness controls, etc. The 

gas sensors for hydrogen are useful to leak detection in domestic appliances and 

industries, especially electric power station and substations. It has been reported that 

SnO2 is one of the good hydrogen sensor and is also used for detecting flammable 

gases such as CH4, C3H8 and C4H10 [50, 81] and some sensors are used to monitor 

toxic gases (CO, H2S, etc.) indoor and outdoor places [93-95]. Nanocrystalline SnO2 

based gas sensors have been synthesised in various forms such as thin or thick films 

and pellets [4, 52, 77]. This material has shown outstanding performance in comparison 

to its family of semiconducting oxides such as TiO2 and ZnO due to its ability to operate 

at low temperature and high sensitivity and some of its basic chemical and physical 

properties [96-97]. Since the first commercially available catalytic elements were 

developed in 1950s, the gas detection sensors have been studied by several 

investigators [16, 52, 77-78, 80-81]. However it was found to have some draw backs 

such as low selectivity and high-energy consumption that prevent its use in more 

sophisticated applications [17]. One of the common ways to tune the sensitivity and 

selectivity of the material and to reduce the consumption of energy is by introducing 
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impurities (normally transition metals or other oxides) to the material, which were well 

known to have effects on the properties of SnO2 surface. The main advantages of using 

SnO2 in gas sensing devices are because of its low cost, easy to synthesise and high 

sensitivity [15]. Recently high sensitivity and selective detection of various gases has 

become significant for the emission and environmental control. Due to its high sensi- 

tivity, SnO2 became the material of choice for the detection of combustible and noxious 

gases in air [98]. Two main mechanisms are responsible for gas sensing; (1) the bulk 

diffusion of oxygen from outside into the oxides; (2) the low-temperature chemisorptions 

of environmental gases on the surface of multiple grains, charging in the surface state 

and charge distribution inside the grain [58]. The sensitivity is defined as the ratio of 

sensor resistance in air (Ra) to the sensed gas containing air (Rg) [99] 

                                   S =  𝑅𝑎
𝑅𝑔

 ,                                                   (2.1) 

where S is the sensitivity, 𝑅𝑎 is the resistance of the material, Rg is the resistance of 

sensed gas. In addition to introducing dopants to improve gas sensitivity and reduce the 

operating temperature, previous studies have given their efforts to the development of 

the new materials and fabrication process, the addition of various catalysts, the control 

of grain size, pore and surface defects [51-52, 77]. When the particle sizes were 

controlled to a size between 8–10 nm, SnO2 material was found to be more effective for 

fast response and recovery [100] and also increase the surface area of the material. 

Singh et al., [34] investigated pure SnO2 based gas sensor and found that it can sense 

the ethanol vapours at the maximum temperature of about 250 oC due to small particle 

size without dopants. Figure 2.4 show the typical structure of the fabricated sensor 

element used to measure the gas sensitivity of SnO2 material. 
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Figure 2.4: The structure of a manufactured sensor element [99]. 
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2.5 The effect of particle size on SnO2 

 

Since it was found that the performance of the material is related to particle size and 

compositional characteristics [101-102], it is a challenge to many researchers to 

produce the material whose particles are on nano-scale. Lu et al., [100] studied the 

effect of particle size and found that the sensitivity is inversely proportional to particle 

size. In addition, the particle size of 8-10 nm is desirable for fast response and recovery 

and it also reduces the operating temperature [100]. The ability to produce the particles 

that are small in size and nano-sized elements alters the material properties such as 

electrical conductivity, refractive index, band gap, magnetic properties, strength and 

others [103-104]. Zhang et al., [40] studied the dependence of the energy barrier on 

particle size and found that when a particle is reduced to nanometers, it has more effect 

on energy barrier. The findings of Lu et al., [100] and Zhang et al., [40] combined 

showed that energy barriers have an influence on the sensitivity, because both depend 

on particle size. Since it is known that particle sizes have an influence on the energy 

barrier, it can be concluded that they have indirect influence on the temperature 

dependence of conductivity of a semiconductor which can be approximated by the 

Arrhenius equation [105]  

                                     σ = σo exp(−𝑒𝑉𝑠
𝑘𝑇

),                                     (2.2) 

where σo  is a factor that includes the bulk intragranular conductance, k the Boltzmann’s  

constant, 𝑇  the absolute temperature and −𝑒𝑉𝑠  the potential energy barrier at the 

interface between two  neighbouring particles. 

                                 𝑒𝑉𝑠 = 𝑒2𝑁𝑡2

2𝜀𝑟𝜀0𝑁𝑑
 ,                                              (2.3) 

where 𝑁𝑡 is the surface density of adsorbed oxygen ions ( 𝑂2−  or 𝑂− ), 𝜀𝑟 𝜀0  the  

permittivity of the semiconductor  and 𝑁𝑑 the volumetric density of the electron donor. 

 

2.6 Optical Properties of SnO2. 
 

Due to its high transparency in visible light and near infra-red region, intense research 

has been focused on exploring the optical properties of the undoped and doped SnO2 

thin films. The optical properties of SnO2 material are normally analyzed by Ultra Violet-

visible (UV-vis) absorption spectroscopy techniques as well as photoluminescence 

16 
 



techniques. The attributes of optical properties such as transmittance, absorbance, 

reflectance and optical band gap made this material to have interesting optical techno- 

logies. Some of these attributes of optical properties such as reflectance were obtained 

from the following equation.  

                          R + T + A = 1,                                                   (2.4) 

where R, T and A are reflectance, transmittance and absorbance of the material 

respectively. Figures 2.5, 2.6 and 2.7 show the typical example of reflectance 

transmittance and absorbance of pure SnO2, respectively. Serin et al., [106] reported 

that the value of transmittance in the visible region of undoped SnO2 were found in the 

range of 75-95% in the region of 400-1100 nm wavelengths. The material was subje-

cted to the temperatures between 300 and 500 oC. However, others [107] found the 

transmittance value ranging at 82-94% in the area of 254 to 1400 nm wavelengths 

between 400 and 500 oC. The above findings reflect that increasing temperature is 

directly proportional to transmittance. For fluorine doped SnO2 the values of transmi- 

ttance were found to vary from 60 to 87% in the area of 200 to 850 nm wavelengths 

between 450 to 525 oC [108].  

Refractive index (n) of the samples is divided into two parts: the real part and the 

imaginary part. The real part is associated with the reflectance of the film, where n value 

is a dependence of  wavelength and can be obtain by using the relation  [109].  

                          R = (𝑛−1)2

(𝑛−1)2
,                                                          (2.5) 

where R is reflectance and n refractive index. Saikia et al., [107] calculated refractive 

index of pure SnO2  and found the values to be varied from 1.6 to 3.6 which were in 

agreement with the findings of Chopra et al., [29]. However the small variation of the 

value was because of the increase in the reflectance with the film thickness. Keskenler 

et al., [41] studied the refractive index for B and Y doped SnO2 in different dopant 

percentages (1 at  %B, 3  at  %B, 5 at %B, 7 at %B) and (1 at  %Y, 3  at  %Y, 5 at %Y, 

7 at %Y), respectively, and obtained the average values to be within  the range  of 

Saikia et al., [107] findings. In addition, these values were found to be in agreement with 

the values reported by other researchers [110-112].  
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Figure 2.5:  The reflectance spectra of pure SnO2 [107]. 
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Figure 2.6: The transmittance spectra of pure SnO2 [107]. 
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Figure 2.7: The absorbance spectra of pure SnO2 [107]. 
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The imaginary part of the refractive index, which is called extinction coefficient (k), is 

directly associated with the absorption coefficient and were calculated by relation [113]       

𝛼 = 4𝜋𝐾
𝜆

 ,                                                          (2.6) 

where  𝛼  is absorption coefficient and 𝜆 is wavelength. From the literature it can be 

seen that dopants and temperature have an influence in reflectance of the material 

which led to an increase in refractive index. Figures 2.8 and 2.9 show the typical refra- 

ctive index and extinction coefficient of Y doped SnO2 with different dopants conce- 

ntration [41]. The optical absorption coefficient 𝛼 near the absorption edge for direct 

inter band transitions is given by the equation [114] 

                           𝛼 =  𝐵 (ℎ𝑣−𝐸𝑔)1/2
ℎ𝑣

 ,                                                (2.7) 

where hv  is the incident photon energy, 𝛼 absorption coefficient, Eg the energy band 

gap and B is the characteristics parameter. It can also be calculated from transmittance 

(T) values at the absorption edge from the Lambert’s Law [106]                                                                 

                         𝛼 = ln (1/T)/t,                                                       (2.8) 

where t is the film thickness and T is the transmittance. Figure 2.10 shows the typical 

graph between (𝛼 hv )2 against hv  in the visible region. The optical band gap Eg in a 

semiconductor was determined by extrapolating the linear portion of the respective 

curve to (𝛼 hv )2 = 0 from the plot of (𝛼 hv )2 vs hv , where n represent the nature of 

transformation. For pure SnO2, the following values were reported 3.94-3.96 eV [106], 

4.1-3.8 eV [46]. Keskenler et al., [41] studied the band gaps of B and Y doped SnO2 and 

obtained 4.02-3.97 and 4.01-3.96 eV respectively. Yadav et al., [108] investigated the 

fluorine doped SnO2 film and found the band gap to be 4.15 eV. Lastly for co-doping of 

SnO2 band gap was reported to be very small (3.55 eV) [91] as compared to pure and 

single doped. From the literature it seems that the band gap decreases with the 

increasing temperature and also when the dopants concentration increases [41, 46].  
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Figure 2.8: The refractive index vs. wavelength of Y doped SnO2 films [41]. 
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Figure 2.9: The extinction coefficient vs wavelengths of Y doped SnO2 films [41]. 
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                               Figure 2.10:  (𝛼 hv )2 versus photon energy( hv ) of SnO2 [106]. 
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Chapter 3 

------------------------------------------------------------------------------------------------- 

Computational Methodology 

------------------------------------------------------------------------------------------------- 
 

3.1 Introduction 

Computer simulation is just a branch of computational physics and chemistry in which a 

mathematical model of the real world is formulated and its consequences for the various 

physical and chemical quantities are evaluated by numerical methods [115]. 

Researchers carry out computer simulations in the hope of understanding the properties 

of assemblies of molecules in terms of their structure and the microscopic interactions 

between them [116]. Computer simulation is a powerful and modern tool for studying 

macroscopic systems by implementing microscopic models [117]. The microscopic 

model is specified in terms of the molecular structure and intermolecular interactions. 

One of the aims of computer simulation is to reproduce experiment to explain in full the 

invisible microscopic details and further explain experiments. On the other hand, 

simulation can also be used as a useful predictive tool. Results from computer 

simulations are compared with analytical predictions and experimental data to test the 

accuracy of the model [117]. So computer simulations provide a good test for theory. 

Moreover, they are used to test complex models that cannot be worked out analytically 

[117]. They are also used to study systems that are not accessible experimentally, and 

they help one to understand experiments on a microscopic level. In this research 

project, computer simulations are used to predict the properties of materials. These 

predictions are subject to limitations imposed by the computer (such as computer 

memory, speed and precision). With faster and more powerful computers, larger and 

more complex system may be explored using computer simulations [118]. The field of 

computer simulations has developed into a very important branch of science, which on 

one hand helps theorists and experimentalists to go beyond their inherent limitations 

and on the other hand is a scientific field on its own [119]. Therefore, simulation science 

has often been called the third pillar of science, complementing theory and experiment 

[119]. The important advantage of computer simulation is the ability to expand the 
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horizon of the complexity that separate solvable from unsolvable problems [118].The 

traditional simulation methods for two-body or many-body systems can be divided into 

two classes, i.e. stochastic and deterministic simulations, which are largely represented 

by the Monte Carlo (MC) methods [120,127] and the molecular dynamics (MD) methods 

[121,122], respectively. These simulation methods have become a powerful tool in 

solving various number of body system problems in statistical physics [123], physical 

chemistry [124] and biophysics [125]. The most widely used simulation method for 

molecular systems is molecular dynamics (MD). The advantage of MD over a typical 

stochastic simulation is that MD can give all the information on the time dependence of 

the system, which is necessary for analysing the structures and dynamical properties of 

the system [126]. In this study Molecular dynamics will be used together with empirical 

Buckingham potential. 

 
3.2 Molecular Dynamics  

 
Molecular dynamics (MD) is the most detailed computer simulation technique for 

investigating the physical movements of atoms and molecules. MD methods are 

governed by the system’s Newton’s law and consequently Newton’s equations of 

motion are integrated to move particles to new positions.  

                          F����⃗  = ma�⃗ ,  F�⃗  = -dU
dx 

  ,                                                (3.1) 

where  F  is the resultant  force, m is the mass of the particle, a is  the  acceleration of 

the particles and  −dU
dx

 is the potential energy. This is an advantage of MD simulations 

with respect to MC, since not only the configuration space is probed but the whole 

phase space which gives additional information about the dynamics of the system. Both 

methods are complementary in nature but they lead to the same averages of static 

quantities, given that the system under consideration is ergodic and the same statistical 

ensemble is used [119]. In order to characterise a given system and to simulate its 

complex behaviour, a model for interactions between system constituents is required. 

This model has to be tested against experimental results, i.e. it should reproduce or 

approximate experimental findings like distribution functions or phase diagrams, and 

theoretical constraints, i.e. it should obey certain fundamental or limiting laws like 

energy or momentum conservation. Molecular dynamics is a specialized discipline of 
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molecular modelling and computer simulation based on statistical mechanics and it is 

also frequently used in the study of proteins and biomolecules, as well as in material 

science [127]. It allows detailed time and space resolution into representative behaviour 

in phase space for carefully selected systems. It probes the relation between molecules 

structure, movement and function. It is typically applied to small systems containing 

thousands of particles, it is a multidisciplinary method. It employs algorithms from 

computer science and information theory. MD is used to examine the dynamics of 

atomic-level phenomena that cannot be observed directly, such as thin film, growth and 

ion-sub plantation [127].There are five key ingredients to an MD simulation, which are 

boundary conditions, initial conditions, force calculations, intergrator, ensemble, and 

property calculation [128]. Overview of each is given below in the next sections. 

 

3.2.1 Boundary condition  
 
The choice of boundary conditions affects the properties of the sample system. There 

are two major types of boundary conditions: isolated boundary condition (IBC) and 

periodic boundary condition (PBC). IBC is perfectly appropriate for studying clusters and 

molecules, while PBC is appropriate for studying bulk liquids and solids. 

 

3.2.1.1 Isolated boudary condition 
 
In IBC, the particle system is surrounded by vacuum; these particles interact among 

themselves, but are presumed to be far away  from everything else in the universe that 

no interactions  with the outside  occur except perhaps responding to some well-defined 

“external force’’. 

 

3.2.1.2 Periodic boundary condition 
 

PBC are implemented to imitate the infinite bulk surrounding the system, the sample 

and so remove surface effects [117]. It is assumed that the system is surrounded by an 

infinite number of identical copies. When particles leave the cell, their images 

simultaneously enter the cell through the opposite face. Particles near the boundary of 

the simulation box interact with periodic images across the boundary. Periodic boundary 
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conditions are used in the presence of an external potential only if this potential has the 

same periodicity as the simulation box [129]. 

 
3.2.2 Initial condition 
 

The initial particle positions and velocities must be chosen so that there is no noticeable 

overlap of atomic core. Since Newton’s equations of motion are second-order ordinary 

differentia equations (ODE), initial condition (IC) basically means x3N (t = 0) and �̇�3N (t = 

0), the initial particle positions and velocities. Generating the IC for crystalline solids is 

usually quite easy, but IC for liquids needs some work, and even more so for 

amorphous solids. A frequent cause of MD simulation breakdown is pathological initial 

condition, as the atoms are too close to each other initially, leading to huge forces. 

 

3.2.3 Force calculation 
 

Before moving into the details of force calculation, two approximations should be 

considered underly the use of the classical equation of motion   

                                𝑚𝑖
𝑑2𝑥𝑖(𝑡)

𝑑𝑡2
= 𝑓𝑖 ≡ − 𝜕𝑢

𝜕𝑥𝑖
, 𝑖 = 1, … ,𝑁                       (3.2) 

to describe the atoms. The first is the Born-Oppenheimer approximation [130] which 

assumes the electronic state couples adiabatically to nuclei motion. The second is that 

the nucleus motion is far removed from the Heisenberg’s uncertainty lower bound: 

∆𝐸∆𝑡 ≫ ℎ/2. If we plug in ∆𝐸 = 𝑘𝐵T/2, kinetic energy, and  ∆𝑡 = 1/𝜔, where  𝜔 is a 

characteristic vibrational frequency, we obtain 𝑘𝐵 T≫ 1 . In solids, this means the 

temperature should be significantly greater than the Debye temperature, which is 

actually quite a stringent requirement. Large deviations from experimental heat 

capacities are seen in classical MD simulations of crystalline solids [131].  A variety of 

schemes exist to correct this error [129], for instance the Wigner-Kirkwood expansion 

[132] and path integral molecular dynamics [133]. The evolution of the right-hand side of 

equation (3.2) is the key step that usually consumes most of the computational time in a 

MD simulation, so its efficiency is crucial. For long-range Coulomb interactions, special 

algorithms exist to break them up into two contributions: a short-ranged interaction, plus 
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a smooth, field-like interaction, both of which can be computed efficiently in separate 

ways [125]. 

 

3.2.4 Intergrator 
 
Two very simple numerical schemes that are widely used in MD are known as the 

Leapfrog and velocity verlet methods. They are completely equivalent algebraically. MD 

simulation method efficiently evaluates different configurational properties and dynamic 

quantities which cannot generally be obtain by other method. The algorithms for the 

Molecular Dynamics are discussed below. 
 

3.2.4.1. Leapfrog Verlet 
  

The leapfrog (LF) algorithm (134, 2) requires values of position (𝑟) and force (𝑓) at time 

𝑡  while the velocities (�⃗�) are half timestep behind. The first step is to advance the 

velocities to 𝑡 + 1
2
∆𝑡 by integration of the force 

�⃗� �𝑡 + 1
2
𝛥𝑡�  ← �⃗� �𝑡 − 1

2
∆𝑡� + ∆𝑡 𝑓(𝑡)

𝑚
 ,                                              (3.3) 

where 𝑚 is the mass of a site and 𝛥𝑡 is the time step. 

The positions are then advanced using the new velocities 

𝑟(𝑡 + 𝛥𝑡) ← 𝑟(𝑡) + ∆𝑡�⃗�(𝑡 + 1
2
∆𝑡).                                                    (3.4) 

These simulations normally need properties which are simultaneously position and 

velocity dependent 

�⃗�(𝑡) = 1
2

[�⃗� �𝑡 − 1
2
∆𝑡� + �⃗� �𝑡 + 1

2
𝛥𝑡�].                                            (3.5) 

In the LF this is obtained from the average of velocities half a time step either side of 

time  𝑡 , and we often use the time scale of 10-1 to 10-15s in molecular dynamics 

processes.  
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3.2.4.2 Velocity Verlet  
 

In the velocity verlet (VV) (134, 2), it is assumed that the positions, velocities, and forces 

are known at each full time step. Firstly a half time step velocity is calculated 

�⃗� �𝑡 + 1
2
𝛥𝑡� ← �⃗�(𝑡) + 1

2
𝛥𝑡 𝑓(𝑡)

𝑚
,                                                        (3.6) 

this is followed by calculating the full time step position 

�⃗�(𝑡 + 𝛥𝑡) ← 𝑟(𝑡) + ∆𝑡�⃗�(𝑡 + 1
2
∆𝑡).                                                   (3.7) 

Secondly, using the new positions, the forces are updated so as to get the full time step 

velocity using 

�⃗�(𝑡) ← 𝜐 �𝑡 + 1
2
𝛥𝑡� + 1

2
𝛥𝑡 𝑓(𝑡+𝛥𝑡)

𝑚
 ,                                                   (3.8) 

So at the end of the two steps, it can be seen that the positions (𝑟), velocities (�⃗�), and 

forces (𝑓) are coordinated. It calculates the velocities more accurately than the plain 

verlet algorithm [135] and it’s more convenient to code. 
 

3.2.5 Ensemble 
 

Ensembles such as the micro-canonical, canonical, and grand-canonical have to be 

chosen, where thermodynamic quantities like pressure, temperature or the number of 

particles are controlled and are also concept in statistical physics that refer to the 

distribution of initial conditions [128]. A system, once drawn from a certain ensemle, is 

supposed to follow strictly the Newton’s equation of motion eq. (3.1), with energy 

conserved. The natural choice of an ensemble in MD simulations is the microcanonical 

ensemble (NVE), since the system’s total energy without external potentials is a 

conserved quantity. Nevertheless, there are extensions to the Newton’s laws which also 

allow simulating different statistical ensembles. 
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3.2.6 Property calculation 
 

A great value of MD simulation is that it is “omnipotent” at the level of classical atoms. 

All properties that are well-posed in classical mechanics and statistical mechanics can 

in principle be calculated. The issues remaining are accuracy and computational 

efficiency. The properties can be grouped into four categories: 

• Structural characterization. e.g radial distribution function, dynamic structure 

factor, etc. 

• Equation of state. e.g free-energy functions, phase diagrams, static response 

functions like thermal expansion coefficient, etc. 

• Transport. e.g   viscosity, thermal conductivity, correlation functions, diffusivity, 

etc. 

• Non equilibrium response. e.g plastic deformation, pattern formation, etc. 

These steps essentially form the essential framework of MD simulation. Having this tool 

at hand, it is possible to obtain exact results within numerical precision. Results are only 

correct with respect to the model which enters into the simulation and they have to be 

tested against theoretical predictions and experimental findings. If the simulation results 

differ from real system properties or if they are incompatible with solid theoretical 

manifestations, the model has to be refined. This procedure can be understood as an 

adaptive refinement which leads in the end to an approximation of a model of the real 

world at least for certain properties. The model itself may be constructed from plausible 

considerations, where parameters are chosen from neutron diffraction or NMR 

measurements. It may also result from first principle ab initio calculations. Although the 

electronic distribution of the particles is calculated very accurately, this type of model 

building  also contains  some approximations, since many-body interactions are mostly 

neglected (this would increase the parameter space in the model calculation 

enormously). However, it often provides a good starting point for a realistic model. An 

important issue of simulation studies is the accessible time- and length-scale which can 

be covered by microscopic simulations. Table 3.1 shows a Schematic of different time – 

and length-scales, occuring from microscopic to macroscopic dimensions. Due to recent 

developments of techniques like Stochastic Rotation Dynamics (SRD) or Lattice 

Boltzman techniques, which are designed to simulate the mesoscopic scales, there is 

the potential to combine different methods in a multiscale approach to cover a broad 

spectrum of times and lengths [119].  
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Table 3.1: Schematic of different time – and length-scales, occuring from microscopic to macroscopic 

dimensions. Due to recent developments of techniques like Stochastic Rotation Dynamics (SRD) or 

Lattice Boltzman techniques, which are designed to simulate the mesoscopic scales, there is the potential 

to combine different methods in a multiscale approach to cover a broad spectrum of times and lengths 

[119].  

 

 

Time scale 

(seconds) 

 

Length scale 

(Angstrom) 

 

           10-12              10-9               10-6                         10-3               100 

 

           100                               101                        102                                       103 

         Microscale            Mesoscale                   Macroscale 
           Particle models     upscale   downscale    Continuum models 

              Model  type 

Model basis Classical mechanics           MPC/SRD      Conservation laws 

                                                                 (energy,momentum, mass) 

Mathematical 

model 

Ordinary differential              lattice            Partial differential 

 Equations   Boltzmann       equations 

.time discretization                                    .time-/space discretization 

.moving particles                        DPD       .field description 

Simulation methods  .Molecular dynamics                 SPH        .FEM 

   .Monte carlo                                             .FDM 

 .Brownian dynamics                                 .FVM 

 

 

It is clear that the more detailed a simulation technique operates, the smaller is the 

accessibility of long times and large length scales. Therefore quantum simulations, 

where electronic fluctuations are taken into account, are located in the part of the 

diagram of very short time and length scales which are typically of the order of Å and ps. 

Classical molecular dynamics approximates electronic distributions in a rather coarse-

grained fashion by putting either fixed partial charges on interaction sites or by adding 

an approximate model for polarization effects. In both cases, the time scale of the 

system is not dominated by the motion of electrons, but the time of intermolecular 

collision events, rotational motions or intramolecular vibrations, which are orders of 

magnitudes lower than those of electron motions. Consequently, the time step of 

integration is larger and trajectory lengths are of order ns and accessible lengths of 

order 10-100 Å. If one considers tracer particles in a solvent medium, where one is not  
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interested in a detailed description of the solvent, one can apply Brownian dynamics, 

where the effect of the solvent is hidden in average quantities. Since collision times 

between tracer particles are very long, one may apply larger time steps. Furthermore, 

since the solvent is not simulated explicitly, the length scales may be increased 

considerably. Finally, if one is interested not in a microscopic picture of the simulated 

system but in macroscopic quantities, the concepts of hydrodynamics may be applied, 

where the system properties are hidden in effective numbers [119], e.g. density, 

viscosity or sound velocity. 

 

3.3. Interatomic potentials 
 
Interatomic potentials form the core of any molecular dynamics simulations. A molecular 

dynamics simulation requires the definition of a potential function, or a description of the 

terms by which the particles in the simulation will interact. It is the governing equation 

for the interaction of the particles in the simulation. It is extensively used in the 

simulation of the structures, defects, dynamical properties, etc. for various materials 

[136]. A number of empirical interatomic pair-potential forms have been developed such 

as the rigid-sphere model, the Buckingham potential, the Lennard-Jones potential, the 

Morse potential and the Born-Mayer potential [137], which are widely used in many 

simulation. The importance of the interatomic potential function is indeed extensive 

[138]. The interatomic potentials are a powerful tool to investigate the structures and the 

mechanical properties [136]. When combined with the electrostatic interactions, it 

describes the potential energy contained in the system as well as the forces, such as 

Van der Walls forces and electron cloud interactions that act upon each atom, which 

determines their motion, and hence their kinetic energy [139]. The interatomic potential 

used in this study is a type called Buckingham potential function. In the next section, the 

potential model used will be discussed. 

 
3.3.1 Buckingham potential 

 

The Buckingham potential is similar to the Lennard - Jones potential and is widely used 

to model non-bonded interactions [140]. These potential functions are commonly used 

in simulation of various lattice systems (including copper, silver, gold, silicon, and 

carbon among others) [141-143]. A Buckingham potential is a two-body, semi-empirical 
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potential that consists of an exponential term to describe the repulsive potential 

between particles and an r-6 attractive term. The Buckingham potential function is of the 

form 

        𝑈(𝑟𝑖𝑗) = 1
2
∑ 𝑞𝑖𝑞𝑗

𝑟
+ 𝐴𝑖𝑗𝑒𝑥𝑝 �

𝑟𝑖𝑗
𝜌
� − 𝐶𝑖𝑗

𝑟6
𝑁
𝑖≠𝑗 ,                                    (3.9) 

where the second term (the nearest neighbour interactions) describes the repulsive 

forces between the ions due to electron cloud overlap, and the third  term (second-

neighbour interactions) describing the attractive van der Waals interactions, with the 

usual 1
𝑟6

  dependence [140]. Where 𝑈 is the potential energy of a pair of ions 𝑖 and 𝑗 

separated by a distance  𝑟𝑖𝑗,  𝑞𝑖 and  𝑞𝑗 are their respective charges. The parameter  𝐴𝑖𝑗 

is associated to the hardness of the ions, 𝐶𝑖𝑗 is the term included to model dispersion 

and 𝜌𝑖𝑗 is related to the size of the ions. These fitting constants –A, C and  𝜌  are used 

to match the potential function to the appropriate material by ensuring that the 

crystallographic data and elastic properties of the material are accurately reproduced by 

the potential function [144]. 
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Chapter 4 

------------------------------------------------------------------------------------------------- 

Defect Free Anatase and Rutile SnO2 
------------------------------------------------------------------------------------------------- 

 
4.1 Introduction 
 

Research in metal-oxides is a subject of lasting interest due to their outstanding 

electronic properties. The chemical information and atomic arrangement can be 

interpreted through the electronic structure of the materials’ surfaces and interfaces to 

measure their mechanical and electrical characteristics. Mechanical stability and 

electrical conductance are the essential properties in technological advancement in the 

chemical, pharmaceutical, ceramic, and electronic industries. These materials can be 

synthesized using chemical and physical methods. The chemical methods include the 

solution-gelation (sol-gel), whereas the physical methods involve vapor laser and 

deposition. In both methods, the production of qualitative materials plays a great role 

and is influenced by the interatomic interactions and the thermodynamics environment 

of the material. Computational simulations also play a crucial role in predicting the 

properties of these materials as mentioned in chapter1. For example, molecular 

dynamics (MD) is often used together with these experimental methods to obtain the 

reliable method of synthesis. 

A great deal of experimental and computational research has been conducted on the tin 

dioxide (SnO2) and its counterpart titanium dioxide (TiO2) in bulk, surface, thin films, and 

nanoparticle form. A spectrum of experimental analysis ranging from the well-known X-

ray diffraction (XRD) methods to the current atomic force microscopy (AFM) have been 

used to investigate the structural and thermodynamic properties of these oxides. 

Advanced computer codes based on accurate first-principles calculations and classical 

molecular dynamics make it possible to predict properties in line with experiments. 

Matthias Batzill and Ulrike Diebold [3,145] have tabled a comprehensive review of why 

SnO2 and TiO2 are highly crucial in gas sensing and semiconductor applications. These 

metal oxides possess low electrical resistivity and extreme optical transparency in the 

visible region of the electromagnetic waves. This property is needed in solar cells, light 

emitting diodes, flat panel displays, gas sensing, and other optoelectronic devices. 
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Wager [146] and Presley et al [147] demonstrated that the oxides can act as electric 

contacts in transparent field effect transistors without interfering with the photons path 

when entering or leaving the optical active area. This strength of SnO2 and TiO2 makes 

them valuable as energy saving materials.  

In this chapter defect free anatase and rutile SnO2 structures through constant pre- 

ssure, high temperature environments, will be investigated using classical molecular 

dynamics (MD). This can be attained by exploring the energy-temperature and volume-

temperature relations and the radial distribution functions (RDFs) effects in these two 

materials. It is apparent from Alvarez and Valladares [148] that the atomic topology also 

determines the electronic properties of the structured materials, and therefore any 

understanding of the RDFs and the atomic distribution is relevant in the nucleation and 

characterization of the structural and optical properties of tin dioxide. In the process, 

information about the nanoparticle grain size and morphology necessary for the sensor 

application could be obtained. Under normal conditions, SnO2 crystallizes in tetragonal 

rutile structure which belongs to the P42/mnm space group as mentioned in chapter1. 

Majority of studies on SnO2 are lacking the anatase of which will constantly be referred 

to the TiO2 counterpart. Experiments and calculations have shown that under high 

different pressures SnO2 transforms from rutile to pyrite, to fluorite and then cotunnite 

structures [10, 49,148]. Sverjensky [149] has theorized that the bulk crystal and 

interfacial dielectric constant play an important role in controlling whether hydrated ions 

adsorb directly onto the oxide surface or form electrostatically adsorbed outer-sphere 

complexes, which is crucial in gas sensing. In the following sections, structural and 

thermodynamic properties of defect free anatase and rutile SnO2, using the MD 

simulation based on the Buckingham empirical two-body potential is being discussed. 

The RDF’s of both structures will also be discussed, specifically how Sn-Sn, Sn-O and 

O-O bonds distribute and relate themselves in the two structures.  

 
 
 
 
 
 
 

36 
 



4.2 Structure of defect free anatase and rutile SnO2 

 

Figure 4.1 and 4.2 show the unit cell and the supercell of defect free anatase SnO2 

respectively. The oxygen parameter for anatase SnO2 is 0.2066 Å and there are four 

Sn-O distance of 1.937Å and two of 1.964 Å [150, 151]. It has a space group (no. 

141; 𝐷4ℎ19; I41\amd) [56]. Anatase SnO2 is optically negative. This metastable structure is 

less dense, less studied and shows different physical and chemical behaviour than rutile 

structure [152]. So, most of what is described here is largely in reference to the TiO2 

anatase phase. The stability of the structure therefore resides in a different balance 

between attractive and repulsive interactions [153]. 

Figure 4.3 and 4.4 below show the unit cell and the supercell of rutile SnO2 respectively. 

The oxygen parameter for rutile SnO2 is 0.3066 Å and there are four Sn-O distance of 

1.937 Å and two of 1.964 Å [150, 151]. It has a space group (no. 136; 𝐷4ℎ14; P42/mnm) [56]. 

Rutile is optically positive, with a dense structure. This structure has been extensively 

studied and is known as a gas sensor and a catalyst [154]. It is known as a stable 

phase of SnO2. In all the structures, the red colour is associated with oxygen atoms and 

grey colour is associated with Sn atoms. Comparing the structures of anatase and rutile 

SnO2 from figures (4.1-4.4), it is clearly noticeable that the anatase SnO2 spans a larger 

volume compared to rutile. This is due to the fact that anatase SnO2 is a metastable 

phase. The structure of rutile SnO2 is ordered, owing to its stability. 
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Figure 4.1: The unit cell of crystal structure of anatase SnO2. 
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Figure 4.2: The supercell of crystal structure of anatase SnO2. 
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Figure 4.3: The unit cell of crystal structure of rutile SnO2. 
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Figure 4.4:  The supercell of crystal structure of rutile SnO2. 
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4.3 Equilibrium properties 
 
To test the reliability of the empirical two-body Buckingham potential in describing 

undoped SnO2, the RDFs for both defect free rutile and anatase SnO2 were calculated. 

From peak positions of RDFs’ plots, the most probable distances between atoms can be 

determined. The RDFs are shown at 300 K and 3000 K for each material (anatase SnO2 

and rutile SnO2). The DL_POLY package [134] from Daresbury Laboratory, UK, was 

used to perform all the empirical bond-order molecular dynamics calculations of anatase 

and rutile SnO2. A supercell with a 7.29 Å cut off, 576 atoms and a very large number of 

grid points for the fast Fourier transformations (kmax1=6, kmax2=6, and kmax3=12) 

were used throughout the calculations for anatase SnO2 whereas a 4.55 Å cut off, 480 

atoms, and a sufficiently large number grid points for the fast Fourier transformations 

(kmax1=11, kmax2=1 and kmax3=6) were used throughout the calcu- lations for rutile 

SnO2. The ewald convergence parameter of 0.3975 and 0.6537 respectively for anatase 

and rutile SnO2, on a Noose-Hoover NPT ensemble which allows the simulation 

supercell to change was applied. The thermostat relaxation was set at 0.1 whilst the 

barostat was at 0.5. The simulation was allowed to run for more than 2000 steps, with 

an equilibration after every 200 steps and a time steps of 0.001ps. The materials used 

for the MD modelling are described by its lattice para- meters as listed in table 4.1 and a 

set of parameters required for the Buckingham potential are taken from Bandura et al. 

[77] and  Amstrong et al. [78] as shown in table 4.2. 
 

 

    Table 4.1: Lattice parameters and relative sites for anions and cations in anatase and rutile SnO2 crystral 
structures [55,155]. 

 

 

 

 

Table 4.2:  Buckingham potential parameters used for SnO2 [77, 78]. 

 Anatase Rutile 
a(Å) 3.8263  4.7377  
c(Å) 11.3194  3.1863  
anions ±(u,u,0) ±(½+u,½-u,½) ±(u,u,0) ±(½+u,½-u,½) 
cations (0,0,0) (½,½,½) (0,0,0) (½,½,½) 

Interaction A (eV)  ρ (Å)  C (eV)  
Sn-Sn 0.0 0.1 0.0 
Sn-O 938.7 0.3813 - 
O-O 22764.3 0.149 27.88 
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4.4. RDF’s analysis for defect free anatase and rutile SnO2 

 

Figure 4.5 and 4.6 show the RDFs of defect free anatase SnO2 at 300 K and 3000 K 

respectively. Radial distribution functions (RDFs) have been used to examine the local 

bonding environment of atoms in SnO2. For all the computations, anatase’s RDFs are 

constantly compared with those for rutile SnO2 in a temperature range 300 K to 3000 K. 

The RDFs show the bonding of the anatase and rutile SnO2. This method of analysing, 

the crystal structure of solids gives a better understanding of the complex bonding of 

atoms in the material. The peaks’ values are associated with the bond-lengths between 

the atoms. Each peak contains information about the location of atoms in the crystal 

structure of the material. The longer bond-lengths in the material indicate that the 

distance between the atoms have weaker intermolecular bonds. It can be observed that 

at a low temperature, 300 K the peaks are close to each other, long and sharp, 

indicating that the atoms are restricted in their locations, whereas at higher temperature 

3000 K the peaks are short and broad, indicating that the atoms are not restricted in 

their locations. At the long range of RDFs in both Figures 4.5 and 4.6, the reductions of 

the peaks sizes were observed. The peaks at very long range suggest amorphous 

behaviour. The Sn-O bond-length remains constant with the increasing temperature. A 

shift of Sn-Sn and O-O bond-lengths with increasing temperature is observed, 

suggesting a possible structural deformation from the third nearest neighbour atoms 

and phase transformation, which might occur in agreement with first principle 

calculations of Yanlu Li et al. [10] and the experiments of Bachmann et al. [156] and 

Fan and Reid [157]. Figure 4.7 and 4.8 show the RDFs of defect free rutile SnO2 at 300 

K and 3000 K respectively. At the long distance the peaks of rutile looks disordered and 

they show similar behaviour as anatase SnO2, meaning that at long distance, the bond-

lengths of the source and neighbouring atoms become weaker with the increase in 

distance, suggesting amorphous behaviour. The shift of all bond lengths was observed 

at 3000 K. The peaks at 3000 K are broader than the ones at 300 K indicating that at 

higher temperature atoms have freedom of movement. The increase of the broadness 

of the peaks from 300 K to 3000 K is very small possibly due to the fact that rutile SnO2 

is known to be a stable phase of SnO2. 
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Figure 4.5: RDF plots for Sn-Sn, Sn-O, and O-O coordination in anatase SnO2 at 300 K. 
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Figure 4.6: RDF plots for Sn-Sn, Sn-O and O-O coordination in anatase SnO2 at 3000 K. 
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Figure 4.7:  RDFs  plots for Sn-Sn, Sn-O, O-O coordination for rutile SnO2 at 300 K. 
 

 
 
 
 

r (Å)

0 1 2 3 4 5

g (r)

0

1

2

3

4

5

6

7

Sn-Sn
Sn-O
O-O

 
 
 

  

 

Figure 4.8: RDFs plots for Sn-Sn, Sn-O, O-O coordination for rutile SnO2 at 3000 K. 
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The behaviour of Sn-O and Sn-Sn bond-lengths peaks of the rutile SnO2 at both 

temperatures 300 K and 3000 K are more or less the same. The slight shift of RDFs’ 

peaks of the material from 300 K to 3000 K, show that temperature has a slight effect on  

the stability of the rutile SnO2. Table 4.3 and 4.4 below show the bond-lengths at 300 K 

and the bond-lengths at 3000 K in both anatase and rutile SnO2 respectively, which 

were deduced from Figures 4.5, 4.6, 4.7 and 4.8. It can be observed that Sn-O bond-

length of anatase SnO2 remain constant as the temperature increases whereas for rutile 

SnO2 decreases considerably. 

Table 4.3: The bond-lengths in angstroms (Å) of anatase and rutile SnO2 at 300 K. 

SnO2 Sn-O(Å) Sn-Sn(Å) O-O(Å) 

Anatase 2.01 3.41 2.48 

Rutile 1.92 3.83 2.54 

 

Table 4.4: The bond-lengths in angstroms (Å) of anatase and rutile SnO2 at 3000 K. 

SnO2 Sn-O( Å) Sn-Sn (Å) O-O (Å) 

Anatase 2.01 3.47 2.55 

Rutile 1.86 3.66 2.52 

 

At 300 K it can be seen that the Sn-O of rutile is smaller than that of anatase. The size 

of the bond-lengths tells about the strength or weakness of the structure. From the 

results, considering the size of Sn-O bond-length it is concluded that rutile is stable than 

anatase. At 3000 K there is a decrease of O-O bond-lengths for rutile and an increase 

of Sn-Sn and O-O bond-lengths for anatase. Comparing the two phases of SnO2, it is 

found that at higher temperatures, anatase Sn-Sn bond-length has increased whereas 

rutile Sn-Sn bond-length has decreased. The increase in bond-lengths of anatase SnO2 

indicates that the structure is unstable. The rutile SnO2 bond-length of Sn-O is strong 

and has small value, as compared to the other bond-lengths of the material. The 

increase in temperature from 300 K to 3000 K does not affect Sn-O bond-length in 

anatase. However Sn-O bond-length in rutile SnO2 gets affected possibly due to 

reduction of oxygen vacancies at higher temperature [158]. In rutile SnO2, the 

interaction between O and Sn can be altered by increasing temperature which results in 

modifying the material structure. Ozkinder et al., [42] found that O bonding with Sn (Sn-
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O) causes a strong coulomb force and it is not affected by the temperature, which is in 

agreement with Sn-O bond of anatase SnO2. 

 
4.5 Thermodynamic properties 
 

In this section the thermodynamic properties of anatase and rutile SnO2 from 600 K to 

3000 K is considered. Quantum mechanical properties effects are very important in 

understanding the thermodynamic properties below the Debye temperature. Since 

molecular dynamics treats the motion of the atoms classically, only thermodynamic 

properties above the Debye temperature of 570 K by Tuerkes et al. [159] and 620 K by 

Bachmann et al. [156] are considered, where quantum mechanical effects can be 

neglected. So the average of the two, Debye temperature was estimated at 595 K. All 

the plots for evaluating thermodynamic properties are functions of temperature. Thermal 

expansion is of both practical and theoretical importance when calculating the equation 

of state of the material. 

 

4.5.1 Volume thermal expansion coefficient of SnO2 

 
The volume thermal expansion coefficient is given by [160] 

  𝛼v= 1
𝑉

(𝑑𝑉
𝑑𝑇

),                                 (4.1)
 

where 𝛼 is  the thermal expansion coefficient, 𝑉 is the volume of the material, and 𝑑𝑉 

/  𝑑𝑇  is the rate of change of volume with temperature, 𝑇  is the temperature of the 

system. Figure 4.9 below shows the volume of anatase and rutile SnO2 as a function of 

temperature from 600 K to 3000 K. The simulation data was fitted to the polynomial 

functions of temperature as     

𝑉(𝑇) = 2.198 × 10−8𝑇2 + 0.0001𝑇 + 13.859      (4.2) 

and 𝑉(𝑇) = 3.293 × 10−8𝑇2 + 0.0004𝑇 + 10.193,       (4.3) 

for anatase and rutile SnO2 respectively. The volume thermal expansion coefficient for 

both anatase and rutile SnO2 were determined from equation (4.1) together with (4.2) 

and (4.3) to be 9.1195x10-6 K-1 and 4.3118x10-5 K-1 respectively. For anatase SnO2, the 

volume thermal expansion coefficient differs by a few orders from the measured value 
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of 11.7x10-6 K-1 by Peercy and Morosin [161]. It should also be noted that Peercy and 

Morosin carried out Raman measurements on a rutile SnO2 structure. It has also been 

seen that the volume-temperature data for anatase SnO2 is quite ordered and the 

volume is directly proportional to temperature. For rutile SnO2 the value is far much less 

than the value of Peercy and Morosin who measured the volume thermal expansion of 

SnO2 from 93 to 700 K using Raman spectroscopy to be 11.7x10-6 K-1. It has also been 

seen that the volume-temperature data for rutile SnO2 is quite disordered although it is 

far below that of anatase SnO2. 

  

4.5.2 Specific heat capacity of SnO2 

 
The specific heat of rutile and anatase SnO2 is obtained from the temperature derivative 

of the total energy of the system 

𝐶v= (𝜕𝐸
𝜕𝑇

) v,    (4.4) 

where 𝐶 is the specific heat, 𝐸 is total energy, 𝜕𝐸
𝜕𝑇

  is the rate of change in energy and 𝑇 is 

the temperature of the system. Figure 4.10 shows the total energy as a function of 

temperature for anatase and rutile SnO2. The specific heat of anatase and rutile SnO2 is 

obtained from equation (4.4) to be 3.48 kB and 3.48 kB, respectively with the increasing 

temperature. The results of anatase and rutile SnO2 seem to differ considerably from 

the measured value of 6.32 kB  [196] but is in agreement with the Dulong-Petit’s law of 

solids at high temperatures. Table 4.5 below shows the calculated values for volume 

thermal expansion coefficient and specific heat capacity from Figures 4.9 and 4.10 and 

literature [196].  

Table 4.5: The volume thermal expansion coefficient and specific heat capacity of anatase and rutile 
SnO2. 

SnO2 Volume thermal expansion 
coefficient (K-1) 

Specific heat capacity 
(kB) 

anatase 9.120x10-6 3.48 
 

rutile 4.312x10-5 3.48 
 

Other 
work[196,161] 

11.700x10-6 6.32 
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Figure 4.9: Volume as a function of temperature for anatase and rutile SnO2. 
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Figure 4.10: Energy as a function of temperature for anatase and rutile SnO2. 
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4.6 Conclusion 
 
In summary, anatase and rutile SnO2 have been modelled successfully with molecular 

dynamics simulation using the Buckingham potential to investigate their stability and 

thermodynamic properties (volume thermal expansion coefficient and specific heat 

capacity). The radial distribution functions curves suggest phase transformation at high 

temperatures. The Sn-O bond-length in anatase SnO2 appears rigid and constant at 

2.01 Å whereas Sn-O in rutile SnO2 decreases from 1.92 Å to 1.86 Å with the increasing 

temperature. The temperature has no effect on the Sn-O bond-lengths of anatase SnO2 

structures. The effect of temperature to the crystal structure of the material is small. The 

structure of rutile SnO2 is very stable at higher temperatures as compared to the 

anatase structure. Anatase SnO2 has the lowest energy and high volume compared to 

rutile SnO2. The volume thermal expansion coefficient of anatase underestimates the 

measured value whereas the rutile overestimates it. The specific heat capacities of both 

anatase and rutile SnO2 are not in agreement with the measured value although they 

are in the region of the theoretical Dulong-Petit law of solids at high temperatures. The 

energy of both materials is directly proportional to the temperature.  
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Chapter 5 

------------------------------------------------------------------------------------------------- 

The role of Ti and Y defects in Anatase SnO2 
------------------------------------------------------------------------------------------------- 
 
5.1 Introduction 

Doping tin dioxide (SnO2) with metal impurities has proved to enhance its properties, 

both electrically and mechanically. The combination of these properties can also 

enhance the sensing properties of this material. SnO2 is a kind of material that come 

from nature being doped, because even if it is not doped it is still favoured for many 

useful technological applications such as gas sensors, catalyst and many more [162] as 

mentioned in the general introduction of the first chapter. It is reported that when it is 

undoped, SnO2 has a problem of grain growth at higher temperature and cross 

sensitivity [163] which results in poor performance. Furthermore application of dopants 

on the material minimizes some of the material draw backs. Many studies have shown 

that the reduction of grain growth can be achieved and also the performance of SnO2 

can be significantly enhanced by introduction of defects or dopants. There are so many 

defects that the material can undergo such as interstitial defect, substitutional defect, 

oxygen vacancy and many more, but in this study the focus is directed to substitutional 

defects on the tin (Sn) site. 

The aim of introducing dopants in most cases is to create or enhance desirable 

properties, while others are to eliminate or reduce undesirable effects. It is found that 

different dopants yield different results. The influence of dopants on the material differs 

by their nature and size of their ionic radii. Their degree of effect on the material is 

determined by their location on SnO2. The increasing temperature which the doped 

material were subjected to, together with the influence of transition metal Ti and Y 

impurities in anatase SnO2 are discussed. Thereafter, these impurities will be constantly 

compared with the defect free anatase and rutile SnO2 from the previous chapter. As in 

the previous chapter, the bond-lengths of the doped SnO2 were determined by Radial 

Distribution Function. The stability of the material is determined by comparing the bond-
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length between 300 K and 3000 K temperatures. Correspondingly, NPT hoover ense- 

mble will be used to study thermodynamic properties. 

 

5.2 Equilibrium properties 
 
The Buckingham potential parameters for Ti and Y in SnO2 were extracted from the 

literature by Dushanov and co-workers [164] and Lewis [165]. These were incorporated 

to the defect free potentials as discussed in Table 4.2 of chapter 4. The revised 

Buckingham potentials are as they appear in Table 5.1. Ti and Y defects are introduced 

only in the anatase phase of SnO2 so as to also investigate their possible role in trans-

forming anatase to rutile SnO2. From the anatase SnO2 configuration of section 4.3, a 

doped supercell now has 191 atoms of Sn, 384 atoms of O, and either Ti and Y atom to 

make a 576 atom supercell in the original 141\amd space group [56]. All other starting 

parameters remain the same as in the defect free anatase SnO2. There is a likelihood 

that different temperature RDFs would be able to suggest the effect of Ti and Y in 

transforming anatase to rutile SnO2. The strategy is to compare the RDFs with and 

without the O-Ti and O-Y bond-lengths relative to the analysis as reviewed in section 

4.4. The materials resulting from doping will be referred to as Ti-anatase SnO2 and Y-

anatase SnO2 respectively for Ti and Y defects. 
 

Table 5.1: Buckingham potential parameters used for Ti and Y in SnO2, where A, 𝜌, and C are  
parameters in the equation for the Buckingham potential [77,78,164,165].   

interaction A (eV)  
 

ρ (Å)  C (eV)  
 

Sn-Sn 0.0 0.1 0.0 
Sn-O 938.7 0.3813 - 
O-O 22764.3 0.149 27.88 
Ti-O 391049 0.194 290.331 
Y-O 1345.1 0.3491 0.0 
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5.2.1 RDF’s analysis for doped anatase SnO2 

 
5.2.1.1 Ti-anatase SnO2 

 

The RDFs of Ti-anatase SnO2 are shown in Figure 5.1 (a) and (b) for 300 K and Figure 

5.2 (a) and (b) for 3000 K with and without O-Ti bonds respectively. Comparing the 

RDFs of free defect anatase and rutile SnO2 and Ti-anatase SnO2 at 300 K, it is 

observed that Sn-O bond-length of the doped material is higher than that of a free 

defect SnO2. The bond-lengths Sn-Sn and O-O have increased in relation to the defect 

free anatase SnO2, although still lower than those for the defect free rutile SnO2. It can 

be seen that the bond-length O-Ti is shorter than Sn-O and the rest of the bond-lengths 

in Ti-anatase SnO2. This suggest that the Ti atom tend to shorten the Sn-O bond in 

anatase SnO2, thus triggering transformation to rutile SnO2. From the results it is 

evident that the Ti dopant has effect on the crystal structure of the material. The 

increase of the Sn-O bond-length indicates that the stability of the material has been 

altered. The peaks’ behaviour is more or less the same, except their size. At 3000 K, 

the bond-length Sn-O of Ti-anatase SnO2 is equal to the bond for free defect anatase 

SnO2 but greater than rutile SnO2. The increase of Sn-Sn and O-O bond-lengths reflect 

the crystal growth being influenced by the Ti defect. From the results, it can be 

concluded that doped material have smaller crystals at higher temperature than 

undoped. Figure 5.2 (b) shows the RDF of SnO2 without the O-Ti bonds at 3000 K. This 

shows a transition process from anatase to rutile SnO2, as the RDFs for rutile are shown 

in Figure 4.7 and 4.8 from chapter 4. 
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Figure 5.1(a): RDF of Ti-anatase SnO2 at 300 K. 
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Figure 5.1 (b):  RDF of Ti-anatase SnO2 at 300 K without O-Ti bonds. 

 

 

54 
 



r (Å)

0 2 4 6 8 10 12 14

g 
(r

)

0

2

4

6

8

10

12

14 Sn-Sn
Sn-O
O-O
O-Ti

 

Figure 5. 2 (a): RDF of Ti-anatase SnO2 at 3000 K. 
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Figure 5. 2 (b): RDF of Ti-anatase SnO2 at 3000 K without O-Ti bonds. 

 

55 
 



Figure 5.3 and 5.4 show the crystal structure of Ti-anatase SnO2 at 300 K and 3000 K 

respectively. The Titanium (Ti), Tin (Sn), Oxygen (O) atoms are associated with silver, 

grey and red colours respectively. At 300 K, the Ti and Sn have 6 O nearest 

neighbours. The incorporation of Ti atom in the SnO2 crystal structure does not show 

much change since the ionic radius of the defects Ti (0.68 Å) is close to that of the host 

atoms (Sn)(0.71 Å). At 3000 K, it can be seen that Ti has 5 O coordination, although Sn 

has 5 and 6 O coordination. The atoms of the structure are scattered as compared to 

the one at 300 K. This is due to the freedom of movement that caused by the higher 

temperature. At this temperature (3000 K) the crystal structure behave more like rutile 

structure, which indicate that at  higher temperature, anatase phase transform to rutile 

phase. The arrangements of atoms for Ti-anatase SnO2 at 300 K are ordered whereas 

at 3000 K are disordered. The deformation of the structure shows that anatase is not a 

stable phase of SnO2. This can be explained clearly by the breakage of bonds at higher 

temperature. The bond-length of Ti-O in both temperature 300 K and 3000 K appear 

shorter than Sn-O bond-lengths as it has been mentioned above in the previous section. 

The results are in agreement with the results of the RDFs on the fact that crystal growth 

influenced by the Ti-defects. 
 

5.2.1.2 Y-anatase SnO2 

 

The RDFs of Y-anatase SnO2 are shown in Figure 5.5 (a) and (b) for 300 K and Figure 

5.6 (a) and (b) for 3000 K with and without O-Y bonds respectively. In a similar fashion, 

the Y-anatase SnO2 and undoped anatase SnO2 at 300 K will be compared. The bond-

length Sn-O for Y-anatase SnO2 is higher than that of defect free anatase and rutile 

SnO2. The size of the other bond-lengths, Sn-Sn and O-O, are between that of anatase 

and rutile SnO2. It is clear that addition of dopants has the influence on the stability of 

crystal structure. The peak’s behaviour of free defect anatase SnO2 is more or less the 

same with Y-anatase SnO2. The only difference is their peaks’ size. Furthermore for Y-

anatase SnO2 at 3000 K, the Sn-O and Sn-Sn bond-lengths are between that of free 

defect anatase and rutile SnO2. The O-O bond-length is less than that of both defect 

free anatase and rutile SnO2. At higher temperature (3000 K), the peak’s behaviour is 

more or less the same. In the case of Y-anatase SnO2 the O-Y bond-length is larger 

than the Sn-O bond-length. 
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Figure 5.3: The crystal structure of Ti-anatase SnO2 at 300 K. 

 

 

Figure 5.4: The crystal structure of Ti-anatase SnO2 at 3000 K. 
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Figure 5.5 (a):  RDF of Y-anatase SnO2 at 300 K. 
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Figure 5.5 (b): RDF of Y-anatase SnO2 at 300 K without O-Y bonds. 
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Figure 5. 6 (a):  RDF of Y-anatase SnO2 at 3000 K. 
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Figure 5. 6 (b): RDF of Y-anatase SnO2 at 3000 K without O-Y bonds. 
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This indirectly shows that the Y defect plays no significant role in anatase-rutile 

transformation. Table 5.2  and 5.3  below show the bond-lengths at 300 K and  3000 K 

for both Y-anatase and Ti-anatase SnO2 respectively, which were deduced from the 

results of Figure 5.1(a and b),  5.2(a and b), 5.5(a and b) and 5.6(a and b). Figure 5.7 

and 5.8 show the crystal structure of Y-anatase SnO2 at 300 K and 3000 K respectively. 

Yttrium (Y), Tin (Sn), Oxygen (O) atoms are associated with pure cyan, grey and red 

colours respectively.  At 300 K, Y defect is bonded to 10 atoms (4 Sn and 6 O atoms). 

This indirectly demonstrates the strain that the Y defect exerts in the anatase SnO2 

lattice. As with Ti defect in anatase SnO2 at lower temperature the structural atoms 

appear ordered, indicating that the atoms are restricted to their positions. At 3000 K the 

structure is disordered indicating that the atoms are highly mobile and not limited to their 

location. The structure now appears to have a coordination of 6, 4, and 3 O atoms 

respectively. This can be explained as an amorphous SnO2 structure. 

Table 5.2: The bond-lengths (Å) of Y-anatase SnO2 and Ti-anatase SnO2 at 300 K. 

Materials Sn-O(Å) Sn-Sn(Å) O-O(Å) O-Ti(Å) O-Y(Å) 

Ti-anatase SnO2 2.03 3.45 2.49 1.69 - 

Ti-anatase SnO2(without O-Ti) 2.03 3.45 2.49 - - 

Y-anatase SnO2 2.03 3.45 2.49 - 2.13 

Y-anatase SnO2(without O-Y) 2.03 3.47 2.49 - - 

 

 Table 5.3: The bond-lengths (Å) of Y-anatase and Ti-anatase SnO2 at 3000 K. 

Materials Sn-O(Å) Sn-Sn(Å) O-O(Å) O-Ti(Å) O-Y(Å) 

Ti-anatase SnO2 2.01 3.46 2.51 1.63 - 

     Ti-anatase SnO2(withoutO-Ti) 2.01 3.46 2.49 - - 

Y-anatase SnO2 1.98      3.52 2.49 - 2.10 

Y-anatase SnO2(withoutOY) 1.98 3.52 2.58 - - 
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Figure 5.7: The crystal structure of Y-anatase SnO2 at 300 K. 

 

 

Figure 5.8: The crystal structure of Y-anatase SnO2 at 3000 K. 
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5.3 Y- anatase SnO2 and Ti - anatase SnO2 

 

The bond-lengths varied with increasing temperature but some remain constant, 

especially O-O bond-length for Y-anatase SnO2. The effect of the change in the bond-

lengths is attributed to the introduction of dopants and increasing in temperature. It is 

reported that the effect of change in bond-length is attributed to higher electro-negativity 

of Sn (1.8) compared to Ti (1.5) atoms [166] which causes a smaller distance between 

Ti and O than between Sn and O atoms and leads to an irregular arrangement of 

atoms. Their findings [166] are in reasonable agreement with this study. Comparing the 

ionic radius of Ti4+ (0.68Å) and Sn4+ (0.71Å) it has been found that  they are  close in 

size, therefore it is easy for Ti4+ to be doped into the crystal lattice of SnO2 and occupy 

the substitutinal positions [167]. At a higher temperature of about 1000 K, it favours the 

solid solution of SnO2 [7]. However, this substitutional solid solution is formed by the 

incorporation of Ti4+ into SnO2. 

Similarly, comparing the ionic radius of Y3+ (0.95Å) and Sn4+ (0.71Å), it is found that the 

radii of dopants are slightly bigger than the host material. Therefore it is not easy for Y3+ 

ion to be doped into the crystal lattice of SnO2 and occupy the substitutional positions. 

Since Y3+ has bigger radius, it is found that the dopants migrated towards the surface of 

the material [89,168]. In a previous study it was found that at a temperature below 1000 

K, Y doped SnO2, formed a solid solution [89, 168]. Comparing the electronegativity of 

Sn (1.8) and Y (1.2), it is found that they are not in agreement with what has been 

mentioned above. The distance between Y and O is bigger than the distance between 

Sn and O atoms at both temperatures 300K and 3000K, as seen in the results, it is 

believed to be caused by the size of ionic radius. 

 
5.4 Thermodynamic properties 
 
In this section the thermodynamic properties of Ti-anatase SnO2 and Y-anatase SnO2 

were determined using the procedure in chapter 4 together with its equations. 
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5.4.1 Volume thermal expansion coefficient of doped anatase SnO2 
 

The volume thermal expansion coefficient for Ti-anatase SnO2 and Y-anatase SnO2 

respectively is obtained using equation (4.1). Figure 5.9 shows the volume of Ti-anatase 

SnO2  and Y-anatase SnO2 as a function of temperature from 600 to 3000 K. The 

simulation data of Ti-anatase SnO2 and Y-anatase SnO2 respectively has been fitted to 

polynomial function of temperature as 

    𝑉(𝑇) = 1.3556 × 10−8𝑇2 + 2 × 10−4𝑇 + 13.7722                   (5.1)      

       and  𝑉(𝑇) = 1.2287 × 10−8𝑇2 + 1 × 10−4𝑇 + 13.8550,           (5.2)  

respectively. The volume thermal expansion coefficient for Ti-anatase SnO2 and Y-

anatase SnO2 were determined from equations (5.1) and (5.2) together with (4.1) and 

found to be 1.5703x10-5 K-1 and 8.2818x10-6 K-1, respectively. The behaviour of the 

graphs indicates that the dopants have a noticeable effect on the material. The graph of 

volume as function of temperature for Y-anatase SnO2 behaves the same way as that of 

Ti-anatase SnO2 but its volume is higher than that of Ti-anatase SnO2. From figure 5.9 

below, it can be observed that the volume is increasing with increasing temperature.  

 

5.4.2 Specific heat of doped anatase SnO2 
 

The specific heat for Ti-anatase SnO2 and Y-anatase SnO2 respectively, is obtained 

from the temperature derivative of the total energy of the system. Figure 5.10 shows 

energy as a function of temperature for Ti-anatase SnO2 and Y-anatase SnO2 at 600 to 

3000 K. The specific heat is calculated using equation (4.4) to be 3.48 kB in all the 

material at higher temperature. The results of Ti-anataseSnO2 and Y-anatase SnO2 are 

in agreement with the Dulong-Petit’s law of solids at higher temperature (>3.0 kB) and 

considerably lower than measured value of 6.32 kB [196]. From the plot of energy as the 

function of temperature it is observed that energy is directly proportional to the 

temperature. The Ti-anatase SnO2 has lower energy than Y-anatase SnO2 throughout 

the range. Unfortunately there are no results from literature to compare with this work. 
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Figure 5.9: Volume as a function of temperature for Ti-anatase SnO2. and Y-anatase SnO2. 
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Figure 5.10: Energy as a function of temperature for Ti-anatase SnO2  and  Y-anatase SnO2. 
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Table 5.4: The values for volume thermal expansion coefficient and specific heat capacity for doped 
anatase SnO2 and undoped SnO2. 

Material Volume thermal expansion 
coefficient(K-1) 

Specific heat capacity     
(kB) 

Ti-anatase SnO2 1.5703x10-5 K-1              3.48 

Y-anatase SnO2 8.2818x10-6 K-1              3.48 

Dulong-Petit law of solids -              3.00 

Other[196] -              6.32 

 

5.5 Conclusion 

In summary, anatase SnO2 doped with (Ti and Y) has been successfully modelled using 

the procedure as in chapter 4. The radial distribution functions give the detailed info- 

rmation about bonding of the SnO2 structure and also enable researchers to understand 

and analyse bonding of the material. The radial distribution functions curves suggest 

structural deformation and phase transformation at higher temperature when anatase 

SnO2 is doped with Ti. This has been noted to be accompanied by crystal growth. In the 

case of Y in anatase SnO2 a strained lattice is experienced in the neighbourhood of the 

defect at ambient temperatures. An amorphous material is obtained at high tempe- 

ratures. 

The Ti defect can influence the transformation of anatase to rutile SnO2 at a lower 

temperature than the defect free process. The Y defect triggers an amorphous SnO2. 

The decrease in bond-lengths of Ti-anatase SnO2 indicates that the introduction of Ti as 

dopants in the matrix of the material can improve its performance. The location of the 

dopants in the material is determined by the size of their radii. The volume increase 

affects the volume thermal expansion coefficient. Only the volume thermal expansion 

coefficient for Y-anatase SnO2 is of the same order as the measured results, whereas 

for Ti-anatase SnO2 is not in agreement with the measured results. The material 

containing Ti as dopants has the lowest energy and volume. The specific heat capacity 

of the material was found to be the same in all the material.  
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Chapter 6 

----------------------------------------------------------------------------------------------------------------- 

Experimental Studies of Aluminum (Al) and Yttrium (Y) doped SnO2 powder 

----------------------------------------------------------------------------------------------------------------- 
 
6.1. Introduction 
 

In this chapter, the experimental results i.e. X-ray powder diffraction (XRD), Raman 

spectroscopy, Scanning electron microscopy (SEM) and UltraViolet-visible spectro-

scopy (UV-vis) will be presented. Sample preparation methods and characterization 

experiments will be described. The analysis of experimental measurements will be 

presented and discussed. 

 
6.2. Sample Preparations 
 

The samples were prepared in the laboratory using the chemical method i.e. solution-

gelation (sol-gel). To synthesise yttrium and aluminium co-doped nanocrystalline tin 

dioxide, sol-gel method was used due to its number of advantages such as low cost, 

low temperature processing, molecular level of homogeneity, safety and simplicity etc., 

[46, 169]. To prepare the sample, appropriate amounts of tin chloride octahydrate and 

water soluble metal salts (yttrium and aluminium) were dissolved in 40 ml of distilled 

water to prepare a 0.1 M solution. In this solution, 0.5 ml of aqueous ammonia was 

slowly added and the resulting white precipitates recovered by evaporation. The by-

product of this reaction is ammonium chloride which was removed by extensive washing 

with distilled water. The material was then oven dried at 100 oC overnight and 

thoroughly ground in an agate pestle and mortar to make fine nanoparticles. The 

absence of ammonium chloride peaks in the XRD patterns confirmed the successful 

removal of all the ammonium chloride. The samples were prepared with dopant 

concentrations of 10% for each dopant i.e. yttrium and aluminium. The samples were 

subjected to different temperatures as follows: 100 oC (as-prepared), 200 oC, 400 oC, 

600 oC, 800 oC and 1000 oC, and then put in different containers. 
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6.3 Characterisation Techniques 
 
6.3.1 X-ray Powder Diffraction (XRPD) Studies 
 

The X-Ray diffraction experiments were carried out using Panalytical X’ pert Pro PW 

3040/60 X-Ray diffractometer equipped with Cu Kα (λ=0.154 nm) monochromatic 

radiation source. The measurements were extracted at 45.0 KV and 40.0 mA, and the 

experimental procedure shows good reproducibility of results. Figure 6.1 shows a 

diagram of a usual X-ray powder diffractometer. The average crystallite size was 

determined using Scherrer equation [170] 

                                   D = K λ 
βCOSθ

 ,                                              (6.1)                 

where D is the  crystallize size, K is the constant (K = 0.89), λ is the x-ray wavelength (λ 

=1.541 Ȧ) used, β is the full-width at half-maximum (FWHM) of XRPD peaks and θ is 

the Bragg’s angle. The samples were analysed over the range of 20o- 80o at the 

scanning speed of 0.109o/min. XRPD is known to be the most reliable technique in 

structural characterization (determining crystalline phase and particle size) of the 

nanomaterials. 
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Figure 6.1: The diagram of a usual x-ray powder diffractometer.  
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6.3.2 Raman Spectroscopy Studies 
 

When light is distributed from a molecule, it is scattered elastically or inelastically. 

Inelastic scattering is termed Raman scattering. Raman scattering occurs when a 

photon is incident on a molecule and interacts with the electric dipoles of the molecule. 

The different sizes of arrows in the figure 6.2 represent the energy differences between 

the incident and scattered photons. Raman scattering occurs in two forms: Stokes 

scattering and anti-stokes scattering. Figure 6.2 shows Raman scattering events [171]. 

Stokes scattering is what is normally seen in Raman spectroscopy. It occurs when the 

molecule is excited from the ground state (Vo) and results in a molecule at higher 

energy state (V1) [172]. Raman anti-stokes scattering can be used when stokes 

scattering is not observable due to poor detector response to lower frequencies. This 

takes place when a molecule in an excited state (V1) gains energy from the incident 

photon and it is known to be weaker than the stokes scattering but at room temperature 

it is observed to be strong enough to be useful for vibrational frequencies less than 

about 1500 cm-1[172]. The equation below is used to calculate, the Raman shift in 

wavenumber (cm-1) [173] 

                 v = 1
λincident

 - 1
λscattered

 ,                                      (6.2) 

where λ is the wavelength (cm) of the incident and Raman scattered photons, 

respectively. Raman scattering is used to analyse the molecular structure of materials. 

In the present work, the Raman scattering experiments were carried out using the 

HORIBA Jobin Yvon T64000 spectrometer housed at the University of Pretoria. The 

spectrometer was operated in a single spectrograph mode (see figure 6.3) with a 

holographic filter and fitted with a cooled charge coupled device (CCD) detector. Liquid 

nitrogen was used to cool the detector. The advantage of using a single monochromator 

is that there is less loss of light and that one can analyse innumerable samples in a 

short space of time. The CCD was preferred because it offers rapid analysis of a 

spectrum and is ideal for most analytical purposes. The Raman spectra were excited 

using a 514.5 nm line from an argon ion laser.  All the experiments were carried out at 

room temperature. Calibration of the monochromator was done using a silicon sample. 

This is done after every change of the set-up, such as changing the grating and at the 

start of every session. The silicon has a Raman peak at 521 cm-1. This peak can be 

used to correct any changes in the calibration. 
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(a)                                   (b)                                 

Figure 6.2: Raman events: (a) Stokes scattering (b) Anti-stokes scattering [171]. 

 

 

Figure 6.3: The single monochromator (spectrograph) mode. (After the operator manual for the 

Jobin Yvon model T64000 spectrometer) 
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6.3.3 Scanning Electron Microscopy (SEM) Studies 

 
Scanning Electron Microscopy (SEM) is a kind of microscope that uses electrons rather 

than light to form an image [174]. The electrons interact with the atoms of the sample 

producing signals that contain information about the samples’ surface topography, 

composition and other properties [175]. Magnification can be controlled over a range of 

up to 6 orders of magnitude from about 19x to 300,000x [175]. The samples to be 

scanned have to be electrically conductive, otherwise they would be overcharged with 

electrons during radiation. The electrons in SEM are accelerated at voltages in the 

range of 2 to 40 kV. A typical diagram of a scanning electron microscope is shown in 

figure 6.4 [176]. In this section the analysis of Al/Y co-doped SnO2 nanomaterial for as-

prepared and those annealed at various temperatures were performed using the Auriga 

cobra fib emission scanning electron microscope housed at the Council for Scientific 

and Industrial Research (CSIR). Samples were coated with carbon before 

characterization to prevent them from charging. The morphologies of the materials were 

characterized using SEM at an incrementing voltage of 2 kV. The samples were 

analysed under the voltage of 2 kV, because it is the maximum voltage which they can 

withstand, otherwise the samples would burn. 

 

 

Figure 6.4: A diagram of typical SEM [176]. 
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6.3.4 UV –vis Spectroscopy Studies 
 

UV-vis spectroscopy is a type of instrument that uses light in the UV (200-400 nm) and 

visible (400-800 nm) range of electromagnetic radiation to investigate the interaction of 

light radiation and matter [177]. In this range of electromagnetic radiation the molecules 

undergo electron transition. In many cases the analysis is carried out in solution but 

solids and gases may also be studied. Table 6.1 shows the range of the electro-  

magnetic  radiation utilized in UV-vis spectroscopy. 
 

Table 6.1: Electromagnetic radiation used in the UV-vis spectroscopy [177]. 

Radiation    

nm Å cm-1 

Vis 400-750 4000-7500 25000-13000 

Near Uv 200-400 2000-4000 50 000- 25 000 

Far Uv < 200 <2000   >50 000 

 

This technique is known to be useful in analysing the absorption, transmission and 

reflectivity of different compounds and technologically important materials [178]. The 

Beer-Lambert law is often used to determine the concentration of an absorbing species 

in solution, using the equation [178] 

 A = 𝑙𝑜𝑔10(  𝑰
𝑰𝒐� ) = ε.c.l ,                                                      (6.3) 

where A is the measured absorbance, in absorbance units (a. u), Io is the intensity of the 

incident light at a given wavelength. 𝑰 is the transmitted intensity, l is the path length 

through the sample and c is concentration of the absorbery spaces, ε is a constant 

known as molar absorptivity or extinction coefficient. Using Beer-Lambert law there is 

accepted theory that must be met experimentally for it to apply otherwise there is a 

possibility of deviation from the law to observant [179]. For example, the chemical 

makeup and physical environment of the sample can change the extinction coefficient. 

The chemical and physical condition of a test sample therefore must be in line with the 

reference measurement for conclusions to be valid. Figure 6.5 shows the diagram of the 

components of a typical UV-vis spectroscopy sketch.  
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Figure 6.5:   A typical sketch of UV-vis spectroscopy [178]. 
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6.4. Experimental Results 
 
6.4.1 XRD Results 
 

The characterisation of sol gel prepared undoped tin dioxide nanoparticles has been 

previously reported (Zhang et al., [180], Sarmah et al., [181] and Bagheri-Mohagheghi 

et al., [182]).  The patterns were indexed to the tetragonal cassiterite rutile structure of 

tin oxide with lattice parameters of a = b = 4.745 Å and c = 3.1293 Å. It is now well 

established that SnO2 has diffraction peaks at 2θ = (26.58o), (33.76o), (37.79o), (51.72o), 

(54.318o), (57.88o) and (61.891o), associated with the following planes (110), (101), 

(200), (211), (220), (002) and (310), respectively as can be seen in the figure 6.6 by 

Arham et al.,  [46].  

In the present work, focus is on the characterisation of Al/Y co-doped SnO2 

nanoparticle. The XRD profile of the as prepared Al/Y co-doped SnO2 is shown in figure 

6.7. The peaks at 2θ = 26o, 34o, 54o and 65o are associated with the tetragonal 

casseterite SnO2 structure. This is consistent with the values in the standard card 

(JCPDS 77-0452). The peaks are broad, showing that grain sizes are very small and 

the Debye-Scherrer equation yields the average particle sizes of 2-3 nm. Only the 

peaks of SnO2 are clearly visible. Figure 6.8 shows the XRD profiles for Al/Y co-doped 

SnO2 at different temperatures. At 200 oC only peaks at 2θ = 26o, 34o, 54o and 65o 

associated with SnO2 are observed. The profile is similar to the as prepared one. At  

400 oC,  the XRD profile peaks shows more SnO2 peaks i.e. those observed at 200 oC 

as well as the new ones at 2θ = 38o and 62o. The peaks are narrower as compared to 

those of the as prepared sample and the one heated at 200 oC. 
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Figure 6.6: XRD patterns of SnO2 nanoparticles sintered at different temperatures [46]. 
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Figure 6.7: The XRD profile of the as prepared Y/Al co-doped SnO2. 
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Figure 6.8: XRD profiles for tin oxide Y/Al co-doped SnO2 at different temperatures. 
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The results show that there is a decrease in the full width at half maximum (FWHM) of 

the peaks as the temperature increases i.e. the FWHM of the SnO2 peaks are inversely 

proportional to the grain size. This indicates that there is a grain growth as the 

temperature rises. This behaviour has been displayed also by the undoped sample as 

can be seen in figure 6.6. As the temperature rises more peaks associated with SnO2 

become evident indicating the improvement in crystallinity. The results show no peaks 

associated with impurities or additional phases for all samples below 600 oC.  At 800 oC 

there is a development of new peaks at 2θ = 30o and 58o and at 1000 oC the new peaks 

are intense. These new peaks are associated with yttrium stannate (Y2Sn2O7) phase 

[89, 183, 184]. This means that at higher temperatures tin dioxide reacts with yttrium to 

form yttrium stannate. At 1000 oC, the sample is composed of SnO2 and yttrium 

stannate.  

SnO2 singly doped with Y has been investigated using extended x-ray absorption fine 

structures (EXAFS) [1] in the temperature range 200-1000 oC. The fourier transforms 

(ft’s) of the EXAFS spectra for all the samples, except the one annealed at 1000 oC 

displayed a clear evidence for only one shell around 2.3 Å associated with the Y-O 

correlation. The lack of a second peak (shell) in the EXAFS spectra is interpreted as the 

evidence that the Y has not entered the SnO2 lattice.  From the results it was concluded 

that samples consist of nanocrystals of SnO2 with Y in the surface layers. The spectrum 

for the sample annealed at 1000 oC showed an excellent fit to the crystallographic data 

for Y2Sn2O7 [89, 183, 184] resulting from a high temperature solid-state reaction. This is 

consistent with what was found in the present co-doped Al/Y doped SnO2. The effect of 

Al doping in SnO2 has been investigated by various researchers in the past [20, 92, 

185, 186]. Like with the present co-doped sample, no peaks associated with Al metal or 

alumina were found. This clearly shows that Al substitutes Sn in the SnO2. Also there 

were no changes in the peak positions of the XRD indicating that there was no alloying. 

The experimental lattice parameters, strain and grain size of Al/Y co–doped SnO2 

nanoparticles are shown in Table 6.2. The lattice parameters for the pure SnO2 sample 

are included for comparison purposes. The lattice parameters were calculated using the 

following relations 

dhkl = λ
2sinθ

 ,                                                              (6.4)    
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dhlk

2 = h2

a2
+ k

2

b2
+ l

2

c2
  ,                                 (6.5)   

 

where d is lattice spacing, a = b ≠ c are lattice parameters and h, k, l are miller indices. 

The X-ray diffraction peaks of crystal plane [101] at 2θ = 26.42° and [110] at 2θ = 33.42° 

were used to determine the lattice parameters of the Al/Y co-doped SnO2 nanoparticles 

samples. The average particle sizes of the samples were calculated using equation 

(6.1). From the results, it can be seen that the calculated values show that the size 

increases faster in the range of 600 - 1000 oC  compared to as prepared to 400  oC. The 

following equation together with equation 6.1, were used to calculate lattice strain.  

 ,                                                (6.6) 

 

where  ( )θ2B  is the peaks broadenings, ε  is the lattice strain, θsin and θcos are the 

angles. XRD patterns for the samples heated at different temperatures do not show 

significant peak shifts. This indicates the presence of microstrain rather than macro- 

strain. As seen from table 6.2, the microstrain is higher for the sample prepared at low 

temperature and decreases as the temperature rises indicating that the broadening is 

due to grain size. 
 

Table 6.2: Lattice parameters of pure [181] and calculated lattice parameters, strain and grain size Al/Y 

co-doped SnO2 annealed at different temperatures. 

Sample 
 

Temperature 
(oC) 

Strain 
 

Grain 
size nm 

Lattice parameters 
(Å) 

    a b c 
Pure SnO2 [181] ambient - - 4.745 4.745 3.193 
    Al/Y-SnO2 100  2.762 2.4 4.830 4.830 3.239 

200  2.5669 2.6 4.810 4.810 3.158 
400  1.6544 3.2 4.810 4.810 3.198 
600  1.76304 4.5 4.747 4.747 3.080 
800  0.86998 6.0 4.747 4.747 3.065 
1000 0.52668 8.0 4.706 4.706 3.012 

 

 

 

 

( )
θ
θεθ

cos
sin42 =B
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As seen in table 6.2, the addition of dopants caused no significant change in the lattice 

parameters confirming that Y (with a larger ionic radius than the host ion) has not 

entered in the matrix. Introduction of the heat also did not cause the lattice parameter to 

change that much.  

 

6.4.2 Raman Results 
 
Raman scattering (RS) as well as Infra-red (IR) vibration modes are sensitive to the 

fluctuations in the crystal and the local arrangements of atoms. The single crystalline 

SnO2 belongs to space group D4h
14   and has six atoms per unit cell. It has 18 vibrational 

modes in the Brillouin zone (3n modes and, n = 6), of which 2 are IR active (the single 

A2u and the triply degenerate Eu), 4 are Raman active (three non-degenerate modes, 

A1g, B1g, B2g and a doubly degenerate Eg), and 2 are silent (A2g and B1u) [31, 32]. The 

three main Raman bands, A1g (630 cm-1), B2g (774 cm-1) and Eg (472 cm-1) are expected 

as predicted by group theory [187]. A1g and B2g are related to the expansion and 

contraction vibration mode of the Sn-O bonds whereas the Eg is associated with 

vibration of oxygen in the oxygen plan. The Raman spectra of Al/Y co-doped 

nanocrystalline SnO2 are shown in figure 6.9. The Raman spectra of the as-prepared 

sample and the one heated at 200 oC show a broad Raman band at 572 cm-1 and this is 

ascribed to the amorphous tin(IV)-hydrous oxide. This peak is close to the Raman band 

observed at 571 cm-1 for SnO2 powder [188] and at 566 cm-1 for SnO2 film [189].  For the 

sample heated at 400 oC, the band associated with the amorphous phase is still 

observed but new peaks start to develop at 630 cm-1 and 774 cm-1. At 600 oC the 572 

cm-1 peak is no longer visible and at 800 oC the three Raman active modes i.e. A1g, B2g 

and Eg are observed although only the A1g band is clearly visible due the particle size 

being small. For the sample heated at 1000 oC, all the three bands are clearly visible 

with the A1g being the most intense. In addition to those associated with SnO2, more 

bands at 508 cm-1, 412 cm-1 and 311cm-1 are observed. These bands resemble the 

Raman vibrational modes of yttrium stannate (Y2Sn2O7) [190]. These results show that 

at 1000 oC, SnO2 reacts with yttrium (Y) to form Y2Sn2O7. There were no Raman peaks 

associated with aluminium or alumina observed in the spectra. The line width of the 

Raman peaks decreases with the increase in temperature. These results are consistent 

with the XRD results.  
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Figure 6.9: Raman shift spectra of Al/Y SnO2 at different temperatures. 
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6.4.3 SEM Results 
 
Figures 6.10 (a – c) shows the SEM micrographs for the Al/Y co-doped SnO2 nano- 

particles annealed at different temperatures (200, 600 and 1000 oC). The morphologies 

of the powders are almost spherical in shape. The micrographs of the as-prepared and 

of that heated at 200 oC are almost similar and reveal that the powder is armorphous. 

As the heat treatment temperature increases the amorphous phase decreases and 

completely disappears at 600 oC (see figure 6.10 (b)), when the crystallinity of the 

material greatly improves. The 600 oC micrograph also reveals that the particles are 

agglomerated. Agglomeration could be due to strong hydrogen bonding in the gel 

network, which is then difficult to remove in the subsequent stages. At very high 

temperatures, the degree of crystallinity as well as agglomeration further increases 

considerably. The results are consistent with what is observed using both XRD and 

Raman in that the low temperature sample contains mostly an amorphous phase and as 

the temperature increases crystallinity improves.  

 
6.4.4 UV-vis Results 
 
6.4.4.1 Optical properties 
 
The optical band gap of nanocrystalline Al/Y co-doped SnO2 powders were investigated 

using UV-vis absorption spectroscopy technique at room temperature in the 

wavelengths ranging from 200–700 nm. The optical band gap (Eg) of the samples was 

calculated using the following equation [191-193] 
 
                                E = h*C/λ,                                                (6.7)  

 

where E is the  band gap energy, h  is the plank constant, C  is  a speed of light,  λ = cut 

off wavelength. The cut off wavelength is determined by extrapolating the straight line 

portion of the plot to wavelength axes. The intercept on wavelength axis gives the value 

of cut-off wavelength. These cut-off wavelengths are associated with the absorption 

edges. The basic absorption, which associates to electron excitation from the valence 

band to the conduction band, can be used to calculate the nature and value of the 

optical band gap [181]. Generally, the nanosized semiconductor particles exhibit  thre- 
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Figure 6.10: SEM images of Al/Y doped SnO2 calcined at (a) 200 oC, (b) 600 
oC and (c) 1000 oC. 
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shold energy in the optical measurements because of the size-specific band gap 

structures. These are reflected by the blue shift of the absorption edge as the particle 

size decreases. Figure 6.11 shows UV-visible absorption spectra of the Al/Y co-doped 

SnO2 samples annealed at different temperatures. The absorption edges and the 

associated optical band gaps of Al/Y co-doped SnO2 calcined at different temperatures 

are shown in table 6.3. A number of authors have reported the band gap of pure 

nanosized SnO2 to be in the range of 3.5–3.8 eV [6, 194]. The Al/Y co-doped SnO2 

sample calcined at 200 oC exhibits lower band gap energy of 3.31 eV. Similar 

decreases in the band gap of SnO2 have been reported for doping with other transition 

metals like Zn, Mg, Co, and In [195]. The observed decrease in band gap energy can be 

attributed to the charge-transfer transitions between the dopants and the SnO2 

conduction or valence bands. 

 
Table 6.3: The absorption edges and the associated optical energy band gaps of Al/Y co-doped SnO2 

calcined at different temperatures. 
 

Sample Temperature 
(oC) 

Wavelength 
(nm) 

Energy band gap 
(eV) 

Bulk SnO2 [6] - - 3.6 

Pure nano SnO2 [194] - - (3.5 – 3.8) 

 

Al/Y- SnO2 
200 375.170 3.31 

400 354.921 3.51 

600 346.124 3.59 

800 328.641 3.79 

1000 311.286 3.99 
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Figure 6.11: Absorption spectra of Al/Y co-doped SnO2 at different temperatures. 
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6.5 Conclusion 
 

Nanomaterial Al/Y co-doped SnO2 were synthesised by sol-gel method. The samples 

were characterised by XRD, Raman, SEM and UV-vis techniques. The Raman and 

SEM results show that at lower temperatures there is an amorphous phase although not 

clearly shown by XRD. Crystallinity is shown to improve with an increase in 

temperature. 

The results reveal that double doping significantly reduces the grain growth of SnO2. 

Strain decrease with increase in temperature indicating that peak broadening is due to 

grain growth. There was no evidence of an Al metal or alumina in the sample indicating 

that Al may have substituted for Sn atom in the SnO2. Y is probably on the surface 

layers. Both XRD and Raman results agree that at high temperatures SnO2 chemically 

reacts with Y to form yttrium stannate (Y2Sn2O7). 
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