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Abstract 

Bilayer graphene and single-walled carbon nanotubes were studied through classical 

molecular dynamics using Tersoff potential. The Tersoff potential has been the most 

successful model to replicate much of the semiconducting properties in carbon 

structures. The simulations were performed within a canonical (NVT) ensemble for 

structural properties and isothermal–isobaric ensemble (NPT) for thermodynamic 

properties of both materials. The bilayer graphene consists of two models of 64 and 

256 atoms. Single-walled carbon nanotubes consist of three chiral structures of 264 

atoms which is cnt(12,10), 260 atoms which is cnt(10,12) and armchair structure of 

312 atoms which is cnt(12,12). The structural and thermodynamics properties were 

investigated in a range of temperature from 300 - 5000 K. It has been found that some 

of the properties of the graphene and carbon nanotube are similar. Graphene256 was 

found to be more stable than graphene64 and the armchair cnt(12,12) appears to be 

more mechanically stable than chiral cnt(12,10). Graphene and single-walled carbon 

nanotubes were also studied using X-ray diffraction and atomic force microscopy 

(AFM). The lattice constant for both materials were calculated and they agree well with 

the computational results. For carbon nanotubes, different solvents were used for 

characterization using the AFM. Chloroform was the best solvent since we managed 

to find some bundles of carbon nanotube. For ethanol and toluene solvents we did not 

managed to get any bundles. The diameter of single-walled carbon nanotube was 

determined only on a solution that chloroform solvent was used. 

 

        
 
 

 

 

 

 



iv 
 

List of Figures 

Figure 1.1: An explanation of the chiral vector [23]. ................................................... 6 

Figure 2.1: A single layer graphene sheet   (http://www.trynano.org) ....................... 10 

Figure 2.2: A single-walled carbon nanotube (http://www.trynano.org) .................... 10 

Figure 2.3: Conductance G vs gate voltage Vg of a p-type semiconducting SWNT 

field effect transistor [65]. ......................................................................................... 16 

Figure 4.1: A bilayer graphene64 configuration at 300 K. ........................................ 34 

Figure 4.2: A bilayer graphene64 configuration at 5000 K. ...................................... 34 

Figure 4.3: A bilayer graphene256 configuration at 300 K. ...................................... 35 

Figure 4.4: A bilayer graphene256 configuration at 5000 ......................................... 35 

Figure 4. 5: The radial distribution functions of graphene64. .................................... 37 

Figure 4.6: The radial distribution functions of graphene256. ................................... 37 

Figure 4.7: Cohesive energy as a function of lattice constant in graphene64. ......... 39 

Figure 4.8: Cohesive energy as a function of lattice constant in graphene256. ....... 40 

Figure 4.9 : Energy as a function of temperature for graphene64 and graphene256.

 ................................................................................................................................. 44 

Figure 4.10: Volume as a function of temperature for graphene64 and graphene256.

 ................................................................................................................................. 46 

Figure 5.1: A typical chiral cnt(12,10)  carbon nanotube structure at 300 K. ............ 51 

Figure 5.2: A typical chiral cnt(12,10) carbon nanotube structure at 5000 K. ........... 51 

Figure 5.3: A typical armchair cnt(12,12) carbon nanotube structure at 300 K. ........ 52 

Figure 5.4: A typical armchair cnt(12,12) carbon nanotube structure at 5000 K. ...... 52 

Figure 5.5: Radial distribution function of chiral cnt(12,10) carbon nanotube bundles.

 ................................................................................................................................. 54 

Figure 5.6: Structure factor for the chiral cnt(12,10) carbon nanotube bundles ........ 54 

Figure 5.7 : Radial distribution function of armchair cnt(12,12) carbon nanotube 

bundles. .................................................................................................................... 55 

Figure 5.8: Structure factor for the armchair cnt(12,12) carbon nanotube bundles. . 55 

Figure 5.9: Cohesive energy as a function of lattice constants for chiral cnt(12,10) 

carbon nanotube bundles. ........................................................................................ 58 

Figure 5.10: Cohesive energy as a function of lattice constants for armchair 

cnt(12,12) carbon nanotube bundles. ....................................................................... 59 



v 
 

Figure 5.11: Energy as a function of temperature for chiral cnt(12,10) and armchair 

cnt(12,12) ................................................................................................................. 61 

Figure 5.12: Volume as a function of temperature for chiral cnt(12,10) and armchair 

cnt(12,12) ................................................................................................................. 62 

Figure 6.1: Atomic force microscopy (http://en.wikipedia.org/wiki/Atomic_force 

microscopy) .............................................................................................................. 67 

Figure 6.2: X-ray powder diffraction equipment                                  

http://www.grc.nasa.gov/WWW/StructuresMaterials/ASG/XRay/index.html ............. 69 

Figure 6.3: AFM image of SWCNT using conventional Si tip. [184] ......................... 71 

Figure 6.4:  AFM images of SWCNT and corresponding wall diameter plot ............. 72 

Figure 6.5: AFM image of SWCNT and the corresponding wall diameter plot ......... 73 

Figure 6.6:  AFM image of SWCNT .......................................................................... 74 

Figure 6.7: AFM image of SWCNT ........................................................................... 75 

Figure 6.8: XRD patterns of graphite, GO, HRGN-80, HRGN-150and HRGN-200 

[189] ......................................................................................................................... 76 

Figure 6.9: XRD patterns of graphite at a different temperature [190] ...................... 77 

Figure 6.10:  XRD patterns of (a) graphite flakes (GF), and ((b)–(f)) the detonation 

carbon graphene nanosheets (GNs) [191] ............................................................... 78 

Figure 6.11: XRDs of graphene Cu Kα ..................................................................... 79 

Figure 6.12: XRDs of single walled carbon nanortube Cu Kα .................................. 82 

 

 

 

 

 

 

 

 

 



vi 
 

List of Tables 

Table 4. 1: Bilayer graphene64 rdf results ................................................................ 38 

Table 4. 2: Bilayer graphene256 rdf results .............................................................. 38 

Table 4. 3: Calculated and measured lattice constant (a), bulk modulus (B0), its 

derivative (B'), cohesive energy (CohE0), and minimum volume (V0) ....................... 42 

Table 4. 4: Coefficient of thermal expansion (Cv) and specific heat capacity (α) of 

bilayer graphene ...................................................................................................... 47 

Table 5. 1: Radial distribution function (F(r)) quantities at 300, 3000, and 5000 K in  

Table 5. 2: Calculated and measured lattice constant (a), bulk modulus (B0), its 

derivative (B'), minimum energy (E0), diameter (Dcnt) and minimum volume (V0) ..... 60 

Table 5. 3: Coefficients of thermal expansion (Cv) and specific heat capacity (α) of 

single-walled carbon nanotube for cnt(12,10) and cnt(12,12) .................................. 63 

Table 6. 1: XRD results of graphene ........................................................................ 80 

Table 6. 2: XRD results of single-walled carbon nanotube ....................................... 82 

 

 

 

 

 

 

 

 

 

 

 

 



vii 
 

Table of Contents 

Chapter 1 ................................................................................................................... 1 

Introduction ................................................................................................................ 1 

1. 1 Background on Carbon Material ...................................................................... 1 

1.2. Diamond and Graphite ..................................................................................... 2 

1.3. Graphene ......................................................................................................... 2 

1.4. Carbon Nanotubes ........................................................................................... 4 

1.5 Dissertation Layout ............................................................................................... 7 

Chapter 2 ................................................................................................................... 8 

Literature Review ....................................................................................................... 8 

2.1 Structural Properties of Graphene and Carbon Nanotubes............................... 8 

2.2 Electronic Properties of Graphene and Carbon Nanotube .............................. 11 

2.2.1 Graphene for Gas Sensing ....................................................................... 11 

2.2.2 Carbon nanotubes for Gas Sensing .......................................................... 12 

2.2.3 Graphene for Semiconducting .................................................................. 14 

2.2.4 Carbon nanotubes for Semiconducting ..................................................... 15 

2.3 Carbon nanotubes as energy and hydrogen storage ...................................... 17 

Chapter 3 ................................................................................................................. 19 

Theoretical Background ........................................................................................... 19 

3.1 Introduction ..................................................................................................... 19 

3.2 Molecular Dynamics ........................................................................................ 19 

3.3 Verlet Algorithm .............................................................................................. 20 

3.3.1 Leapfrog Verlet method ............................................................................ 21 

3.3.2 Velocity Verlet method .............................................................................. 22 

3.4 Bond Order Potential ...................................................................................... 24 

3.4.1 Tersoff Potentials ...................................................................................... 24 

3.4.2 Brenner Potentials .................................................................................... 26 



viii 
 

3.4.3 Finnis-Sinclair Potentials........................................................................... 27 

3.4.4 Stillinger-Weber potential .......................................................................... 29 

3.5 Statistical Ensemble ........................................................................................ 29 

3.5.1 Ergodic Hypothesis ................................................................................... 30 

3.5.2 Micro-canonical Ensemble ........................................................................ 30 

3.5.3 Canonical Ensemble ................................................................................. 30 

3.5.4 Isothermal-Isobaric Ensemble .................................................................. 31 

3.6 Introduction of DL_POLY code ....................................................................... 31 

Chapter 4 ................................................................................................................. 32 

Molecular dynamics simulation of structural and thermodynamic properties of bilayer 

graphene .................................................................................................................. 32 

4.1 Introduction ..................................................................................................... 32 

4.2 Results and Discussion [131] .......................................................................... 33 

4.2.1 Structural properties of bilayer graphene (BLG) ....................................... 33 

4.2.1.1 The radial distribution function (rdf’s) of bilayer graphene (BLG) ........... 36 

4.2.1.2 Equilibrium properties of bilayer graphene (BLG) .................................. 38 

4.2.2 Thermodynamics properties of a bilayer graphene (BLG) ........................ 42 

4.2.2.1 Specific heat capacity of bilayer graphene64 and graphene256 ............ 42 

4.2.2.2 Coefficient of thermal expansion (CTE) of bilayer graphene64 and          

graphene256...................................................................................................... 45 

4.3 Conclusion ...................................................................................................... 48 

Chapter 5 ................................................................................................................. 49 

Molecular dynamics simulation of structural and thermodynamic properties of single-

walled carbon nanotube ........................................................................................... 49 

5.1 Introduction ..................................................................................................... 49 

5.2 Results and Discussion [148] .......................................................................... 50 

5.2.1 Structural properties ................................................................................. 50 



ix 
 

5.2.1.1The radial distribution function (rdf) of single-walled carbon nanotubes 

(SWCNT) ........................................................................................................... 53 

5.2.1.2 Equilibrium properties of single-walled carbon nanotubes ..................... 57 

5.2.2 Thermodynamic properties of single-walled carbon nanotube .................. 60 

5.2.2.1 Specific heat capacity of single-walled carbon nanotubes ..................... 61 

5.2.2.2 Coefficient of thermal expansion (CTE) of a single-walled carbon ......... 62 

5.3 Conclusion ...................................................................................................... 64 

Chapter 6 ................................................................................................................. 65 

XRD and AFM studies of graphene and single-walled carbon nanotube ................. 65 

6.1 Introduction ........................................................................................................ 65 

6.2 Characterisation Techniques .............................................................................. 65 

6.2.1 Atomic force microscopy (AFM) ................................................................... 65 

6.2.2 AFM Preparation .......................................................................................... 68 

6.2.3 X-Ray Powder Diffraction (XRPD) ............................................................... 68 

6.2.4 X-ray powder diffraction (XRPD) preparation ............................................... 70 

6.3 Results and Discussion ...................................................................................... 70 

6.3.1 Atomic force microscope results of single-walled carbon nanotubes ........ 70 

6.3.1.1 AFM images of SWCNT using ethanol solvent ...................................... 71 

6.3.1.2 AFM images using chloroform as a solvent ........................................... 74 

6.3.2 XRD results of graphene .............................................................................. 76 

6.3.3 XRD results of single-walled carbon nanotubes ........................................... 80 

6.3 Conclusion ......................................................................................................... 83 

References ............................................................................................................... 84 



1 
 

Chapter 1 

Introduction 
 

1. 1 Background on Carbon Material 

Elemental carbon atom is readily found in various formations. The food for human 

consumption, clothes being worn, cosmetics, and fuels being used as source of 

energy, have carbon as the main constituent atom [1]. From fundamental chemistry it 

is known that carbon is the sixth element in the periodic table. Generally, all the life in 

the solar system (plants and animals) is based on the elemental carbon atom [1]. For 

human usage, carbon mineral is extracted through mining coal. The atomic structure 

of carbon provides it with a high strength to weight ratio. This property is experienced 

in various carbon containing compounds when exposed to different adverse 

conditions. The word carbon is derived from the Latin word carbo, meaning charcoal 

[2].  

Stone Age history tells of carbon in the form of charcoal was already made by burning 

organic material like plants (trees) in an enclosed cask. This material element is readily 

obtained in the solar system. Carbon can be found in the sun, in the moon, in the 

neighbouring planets and the stars of the galaxy [1, 2]. Meteorites which fall from outer 

space were found to have some traces of carbon. Evolution with carbon research has 

unearthed many outstanding properties. Some forms of carbon structures can have 

different properties of mechanical, electrical, optical, and sensing. The above 

mentioned properties can be informed by either sp3-hybridized carbon atoms, sp2-

hybridized carbon atoms, or both [3]. At high temperatures and pressures, one form 

of carbon can be transformed into the other form. But the actual structural evolution 

and energy differences among the different forms is not well understood. Carbon can 

bond with other carbon atoms and it can even bond with other different atoms making 

rings and chains.  In case of the bulk material, carbon can either be in the form of 

diamond or graphite, but at the nano-scale material, it can be in the form of graphene, 

nanotube, bucky balls or fullerenes [2]. 
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1.2. Diamond and Graphite 

Diamond is a form of carbon, where carbon atoms are packed in a tetrahedral plane 

of carbon triangles making a face-centred cubic (fcc) crystal structure which has sp3 

orbitals. Many studies show that, diamond is less stable than graphite at normal 

temperatures and pressures [3], but the changing or transforming from diamond to 

graphite is negligible at standard conditions. Diamond is known to have the highest 

hardness and thermal conductivity of any bulk material ever tested [3, 4]. Each carbon 

atom in a diamond structure is bonded to four other atoms throughout the crystal 

lattice. This is through the four valence electrons in carbon which in turn bond 

covalently among themselves. There are no free electrons in diamond because all 

atoms are involved in bonding. This property makes diamond a poor conductor of 

electricity [4]. Another polymorph of carbon is graphite which is composed of sp2-

hybridised orbitals [5]. Each carbon atom in graphite is bonded to three other carbon 

atoms in plane, which make a hexagonal honey comb of carbon atom sheet. Several 

studies have found graphite to be stable at standard temperature and pressure. This 

resulted to it being used in thermochemistry as the standard state for defining the 

heats of formation [5]. Graphite is also used as a substrate in various bombardment 

and irradiation experiments. The bond length of graphite is 1.42 Å, and the distance 

between planes is 3.35 Å [5, 6]. 

1.3. Graphene 

Currently, a vast of physics research is focused on nano-scale materials. At the nano-

scale carbon structures, there is a great interest in graphene and carbon nanotubes. 

Freshly there is also a talk about nano- diamond. Graphene was discovered in 2004 

and has since stimulated much interest in the field of condensed matter physics. It is 

a thin sheet of carbon atoms arranged in a two dimensional honeycomb crystal [7]. 

The presence of graphene has been discussed by the objective that, graphene has an 

intrinsic roughness. That is what makes graphene to be the good perfect two 

dimensional crystal in three dimensional spaces which is not forbidden [8]. Graphene 

is not only an essential new testing ground for fundamental physics such as relativistic 

quantum mechanics and low dimensional thermodynamics, but also has an important  

applications to nano-scale technology [9]. The covalent bonds between nearest-

neighbour carbon atoms in graphene are formed by sp2-hybridised orbitals making 
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strong bonds. The single non-bonded electrons in each carbon reinforce themselves 

in pi (π) bond formation. Because of its robust bonds among carbon atoms, graphene 

has remarkable mechanical strength. The result is that graphene has unique free-

standing sheets, being only one atomic layer thick [10]. The remaining p-orbital 

electron per atom is delocalized over the whole graphene lattice, and is responsible 

for the electrical conductivity. The carbon-carbon bond length of graphene is 1.42 Å 

similar to that of graphite. Graphene has exclusive structural, mechanical and 

electronic properties. For this reason, it has inspired many scientists involved in the 

field to look forward to making a breakthrough in some new research areas. At present, 

research has discovered many potential applications of graphene in solar cell 

technology [11], sensors, liquid device and the fabrications of nano-sized prototype 

transistors [12].  

 Applications of graphene are parallel to those of carbon nanotubes. Like carbon 

nanotubes, graphene is also suitable for usage as a gas sensor material to detect 

different molecules, ranging from gas phase to some small bioactive molecules [13]. 

These remarkable properties obligate graphene to offer incredible short-circuit current-

gain cutoff frequency for high frequency applications. It has recently been established 

by Wang et al. [13] that high speed graphene devices were carried out with a cutoff 

frequency reaching up to 100 GHz, demonstrating the significant importance of 

graphene devices for radio frequency (RF) applications. Due to highly conductive π 

electrons, graphene has a zero energy band gap, so is not appropriate for the 

fabrication of digital field-effect transistor (FET) devices. If one need to create such a 

device from graphene, a band gap need to be introduced in the graphene sheet 

structure. Another possible solution to this is to restrict the free π electrons motion 

within a sheet to specific energies until discrete levels are apparent in graphene 

ribbons. The other solution is the introduction of a double layer graphene structure 

with a tuneable interplanar spacing. Graphene also has a huge potential to be a key 

ingredient of new devices, such as single molecule gas sensors, ballistic transistors 

and spintronic devices. Bilayer graphene consists of two packed monolayer sheets 

and where the quasi-particles are massive chiral fermions, have a quadratic low-

energy band which involve various scattering properties from those of the monolayer 

graphene. It also presents the particular properties that can be used to open a 

tuneable band gap. These particular properties have made bilayer graphene a subject 
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of a great interest [14]. Graphene nano-devices functionality depends strongly on the 

structure of the edges. Because graphene nano-devices have an important chemical 

character, in future large scale processing of graphene device technology can be 

possibly imply the use of ion beam and plasma based etching techniques [15]. 

Graphene has been correlated with some various superlatives strongest and thinnest 

material; it is the first example of an atomically thick membrane. Such unique 

properties make it to be a great applicant for industrial applications. The on-going 

studies try to address certain problems like cost effective production before this can 

be invested in practice. Apart from its important usefulness, graphene is proven to be 

scientifically compelling in its own right. Graphene is not like any materials, electrons 

in graphene have a linear dispersion relation close to the Fermi energy and its 

behaviour is almost relativistic [16]. Graphene have electronic properties that are 

particularly different to other carbon polymorphs. For an example; graphene’s low-

energy quasi-particles behave as massless chiral Dirac fermions which have led to the 

experimental observation of many great effects similar to those predicted in the 

relativistic regime [16].  

1.4. Carbon Nanotubes 

Carbon nanotubes are new class of materials with assumed one dimensional (1D) 

structure. The structure occupied the minds and illusions of vast scientific communities 

for their distinctive electrical, mechanical, and thermal properties [17]. Apart from 

pronounced intuitive thinking provoked by this kind of materials, the physics get 

simplified from three dimensional to the fundamental one-dimensional, scrutinizing 

nano-size and molecular electronics, as well as expanding the connection between 

structure and properties. Single-walled carbon nanotubes (SWCNT) have many 

interesting applications which currently make it to be the subject of great experimental 

and theoretical studies [17]. Investigations with nanotubes are quite diverse; chemists 

and materials scientists explore different synthesis techniques whilst physicists 

explore novel characteristics.  SWCNT is a tube made of a single graphite or graphene 

layer rolled up into a sanctify cylinder and multi-walled carbon nanotube (MWCNT) is 

a tube containing several, intensively arranged cylinders [18]. Both SWCNT and 

MWCNT have a wall-to-wall distance of the same range as the interlayer spacing in 

graphite (≈3.41 Å). The bond length of the two tubes is similar, but MWCNT have much 

larger diameters than SWCNT [18]. SWCNT and MWCNT have the inner and outer 
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diameters around 50 and 1000 Å, respectively, related to about 30 coaxial tubes. 

Constraining consequences in MWCNT are expected to be less dominant than in 

single-walled tubes, because MWCNT have a larger circumference. In numerous 

ways, multi-walled carbon nanotubes behave the same as graphite flakes [20].  The 

microscopic structure of carbon nanotubes are derived from that of graphene, which 

is the main reason carbon nanotubes are being labelled using the same procedure 

used for graphene lattice vectors [21]. Carbon nanotubes precarious smooth graphitic 

cylinders show an unexpected merger of a nanometre-size diameter and millimetre-

size length. The ability of nanotubes to twist, bend, and stretch in a defect free mode 

on a macroscopic scale, gives rise to unusual electronic properties of individual single-

walled nanotubes. Depending on the nanotubes diameter and the angle of folding the 

tubes can either be conducting or insulating. Surrounding environment and point 

defects may alter the conducting properties of these nanotubes [22].  

A typical carbon nanotube is created from a rectangular segment cut from a graphene 

sheet then rolled into a seamless tube. Carbon nanotube chirality represents the angle 

at which the graphene is folded back on itself. The symmetrical form of the force fields 

of the carbon nanotube is determined by the chirality, which again determines the 

cooperation of the CNTs within the bundle. Chiral symmetry has three distinct forms, 

which are armchair, zigzag, and chiral. From these distinct forms of chirality, a variety 

of diameter sizes could be formed. According to Majure et al. [23] as shown in figure 

1.1, the vector L is equal to the length of the carbon nanotube and parallel to the axis 

of the carbon nanotube. Chiral vector C (n,m) can determine the width of the segment, 

which can be used to determine also the chirality of the carbon nanotube where n and 

m are integers[23]. Any other chirality with a chiral angle between those of armchairs 

(n; n) and zigzags (n; 0) is called a chiral nanotube. These nanotubes have a staircase 

like track of carbon hexagons along the length of the tube. The angle of the chiral 

vector can be used to determine the angle of the staircase in a carbon nanotube. A 

carbon nanotube is completely described by its length and chirality. Mathematically, a 

chiral vector is a linear combination of the unit vectors that define the hexagonal lattice, 

𝑎1 and  𝑎2, as      

𝐶ℎ = 𝑚𝑎1 + 𝑛𝑎2,                                                                                                                             (1.1)                              

where 𝑛 and 𝑚 are the integers, 𝑛 ≥  𝑚. 



6 
 

The circumference of the carbon nanotube is called the normal of the chiral vector. 

The diameter of a carbon nanotube can thus be written in terms of the carbon-carbon 

bond length 𝑙 and the chiral vector indices 𝑛 and 𝑚 as follows:  

𝐷𝐶𝑁𝑇=
𝑎 

п
𝑙√𝑛2 + 𝑚𝑛 + 𝑚2 .                                                                           (1.2) 

The symmetry of carbon nanotube was described by so called line groups, which were 

introduced by Damnjanović et al. [24-27].  

 

 

 

 

Figure 1. 1: An explanation of the chiral vectors in a graphene sheet [23]. 

D. L. Majure*, R. W. Haskins, N. J. Lee, C. R.Welch and C. F. Cornwell, Journal of chemical physics 127, (074708) 2007 
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1.5 Dissertation Layout 

Chapter 1 entails the overall introduction about carbon based compounds. Bulk 

graphite and diamond phase are explored and then toned down to nanoscale two 

dimensional graphene and one dimensional carbon nanotubes. 

Chapter 2; a more detailed discussion of graphene and carbon nanotubes 

applications is brought forward. Here structural, semiconductor, gas sensing and 

energy properties of graphene and carbon nanotubes are being presented. 

Chapter 3 reports the theory of the computational method used in this dissertation. 

Classical molecular dynamics together with empirical potentials suitable for this study 

are introduced. 

Chapter 4 and 5 presents structural, equilibrium, and thermodynamic properties 

results in graphene and carbon nanotubes. Similarities and deviation are being noted. 

Chapter 6 discusses the XRD and AFM results of graphene and carbon nanotubes. 

Further comparison with computational results and literature is made. 
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Chapter 2 

Literature Review 

2.1 Structural Properties of Graphene and Carbon Nanotubes 

Graphene, which can be described as a single layer of carbon atoms arranged in a 

hexagonal benzene ring like crystal structure was studied by transmission electron 

microscopy on sheets of graphene suspended between bars of a metallic grid [5, 7, 

9]. Hexagonal lattice arrangement of graphene was shown by the electron diffraction 

patterns. Suspended graphene also showed "rippling" of the flat sheet, with amplitude 

of about 10.0 angstroms (Å) [7]. When rolling a graphene honeycomb sheet into a 

cylindrical shape, that can be called a carbon nanotube. The structural edge shape of 

graphene sheet brought about classifying different types of nanotubes using a chiral 

vector (n, m), where n and m are integers [28]. The values of n and m explain the 

chirality of potential nanotubes. This affects the nanotube lattice structure, density, 

thermal and conduction properties. Noel et al. [17] and Nomura and MacDonald [29] 

studies are based on first-principle spin-polarized calculations to study the structural 

and electronic properties of a hybrid of an armchair graphene nanotube and a zigzag 

graphene nano-ribbon [17, 29]. These properties mostly depend either on the 

nanotube position or on the spin orientation. In most cases the electronic structure of 

the carbon nanotube is affected by the interlayer spacing in multi-walled nanotubes, 

the width and length of nano-ribbons and the stacking configuration in the case of 

double layered ribbons [19, 21]. Both zigzag and armchair carbon nanotube and 

graphene have the lattice parameter of 2.46 Å [18]. In figures 2.1 and 2.2, an 

illustration of a single layer of graphene honeycomb and single-walled carbon 

nanotubes are shown. 

Bahk et al. [30] investigated the cylindrical length of carbon nanotubes (CNTs) by 

electrical mobility classification and developed a filtration based method. 

Measurements were carried out in an atmospheric environment then related with liquid 

produced CNTs. For arbitrary alignment where carbon nanotubes are considered to 

be obtained readily, the tubular geometrical length of a CNT can be written as [31],  

𝐿𝐶𝑁𝑇 =
𝐴𝜆𝑑𝑚

𝑑𝐶𝑁𝑇𝐶𝑐
,                                                                               (2.1) 
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where λ is the mean free path of gas, 𝑑𝑚 is the electrical mobility size, 𝑑𝐶𝑁𝑇 is the CNT 

diameter, A is the uncertainty,  𝐶𝑐 is the Cunningham slip correction, and the 

uncertainty: 

𝐴 = 2 (
1

𝑓
+

2

((
𝜋−2

4
)+2)

)                                                                                           (2.2) 

where 𝑓 is the momentum accommodation coefficient (= 0.9). For the total alignment, 

then the length of carbon nanotube is given by  

𝐿𝐶𝑁𝑇 =
6𝜆𝑑𝑚

𝑓𝑑𝐶𝑁𝑇𝐶𝑐
                                                                                 (2.3) 

The length of SWCNTs was determined using the reproducible method by Nicholas et 

al [32]. The method is established on determining the viscosity of a macroscopic 

sample of dilute suspended SWCNTs. The average length was determined from the 

difference between the zero-shear viscosity of the suspension and that of the solvent. 

Thereafter the relationship between viscosity and length was used to find the average 

length of SWCNTs ranging from 4000 to 7000 Å.  
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Figure 2. 1: A single layer graphene sheet    

 

 

 

Figure 2. 2: A single-walled carbon nanotube  
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2.2 Electronic Properties of Graphene and Carbon Nanotube 

The electronic properties help in classifying materials as metals, semi-conductors or 

insulators [88]. It is the size of the energy gap in these materials which plays a crucial 

role (the gap between the valence band orbitals and the conduction band orbitals). In 

the case of a metal there is no gap as there is overlap of the orbitals, for 

semiconductors the gap is sufficiently small for electron/hole tunnelling to occur, and 

in insulators the potential barrier is sufficiently large for tunnelling of particles to occur 

[33].  

2.2.1 Graphene for Gas Sensing 

Graphene is always thermodynamically stable, seldom shows any electric signals with 

its surroundings and has atomic dimension layered structure.  These distinctive 

properties make it relevant for gas sensing, meaning that every atom is at the surface 

[33]. It is also unstable to chemical gating; changes in electrical properties that occur 

as chemicals on the surface donate or withdraw electrons, even a single molecule of 

nitrogen dioxide (NO2) can cause a significant change in its electrical properties [34].  

Once more, graphene materials have high conductivity and a large surface area that 

makes it to be extensively explored for the fabrication of gas sensors [35].  Studies by 

Kong et al. [36] suggest that such a device could even detect individual molecules. 

These types of sensors show a fast response and a substantially higher sensitivity 

than the solid-state type of sensors at normal temperatures [36]. The better way to 

understand the possibilities of graphene as a gas sensors, one has to investigate the 

interaction mechanism between the graphene sheet and the adsorbed atoms or 

molecules thoroughly [36].  
 

The response of the graphene based device can be further boosted by functionalising 

its surface with catalytic metals such as Pt, Pd and Au. The important use of graphene 

for gas sensing is well indicated by the study of Schedin et al. [18], which demonstrates 

that once graphene is added in a multi-terminal Hall bars device, the electrical 

detection of the single molecule adsorbed on it can be obtained. A variety of articles 

about the role of graphene in detecting of different gasses have been published [41-

45]. Johnson et al. [40] reported the ammonia (NH3) sensing behaviour of graphitic 

nano-ribbons decorated with platinum (Pt) nanoparticles. Chu et al. [41] used Pt 

coated graphene surface to identify H2 gas in various concentrations. Randeniya et al. 
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[45] reported the NH3 gas sensing behaviour of carbon nanotubes (CNTs) 

functionalized with Au nanoparticles (AuNPs) and Au/Pt nano clusters, respectively. 

This is the evidence to show that the graphene surface integrated with AuNPs can be 

an attractive approach for NH3 detection. The gas sensing behaviour of graphene 

depends on the concentrations of target gas and operating temperatures [46]. 

Varezhnikov et al. [47] described that, the optimizations of the graphene layer 

dimensions are required to increase the sensitivity and miniaturize of the array. Using 

mechanical exfoliated graphene, Dan et al. [39] detected H2O, NH3, octanic acid and 

tri-methylamine gases. Schedin et al. [18] detected H2O, NO2, I2, NH3, CO and 

C2H5OH with graphene down to molecular level. 

Graphene shows huge sensitivity to a wide range of studies at a standard temperature, 

even though it is affected by the chronic handicap of the standard temperature solid 

state chemical gas sensors such as slow analysts desorption, low selectivity, poor 

electrical stability in environmental conditions [48-50]. 

2.2.2 Carbon nanotubes for Gas Sensing  

There are different methods to integrate CNTs to several gas sensor structures. Li et 

al. [51] refined a resistive gas sensor by simply casting SWCNTs on inter-digitated 

electrodes (IDEs). The photolithography and evaporation of Ti and Au (600 Å in 

thickness together) on silicon oxide were used to fabricate the electrodes. Another 

easy method is screen-printing of CNTs onto patterned electrodes which was used by 

Lee et al. [52]. They screen-printed CNTs paste mixed with MWNTs, terpineol, ethyl-

cellulose, and glass frits onto electrode-coated glass as the gas sensing element for 

NO2 detection. The product was annealed in N2 gas at ambient temperatures to 

remove the organic binder.  

 

CNTs sensors can also be produced using the di-electrophoresis (DEP) approach. 

DEP is the electro kinetic motion of dielectrically polarized materials in non-uniform 

electric fields and has been used to manage CNTs for separation, orientation, and 

positioning of CNTs [53-59]. Suehiro et al. [60] demonstrated that the DEP fabrication 

could create an excellent electrical connection between CNTs and the electrodes. 

Jang et al. [61] fabricated a NH3 gas sensor using this approach with sideways altering 

MWNTs. The Si base was used as N-type substrate with SiO2 layer on top. In most 

cases, carbon nanotube conductivity was detected that never fall below a minimum 
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value corresponding to the quantum unit of conductance, even when concentrations 

of charge carriers tend to zero [62]. The adsorption of different gas molecules on 

SWNTs is mostly investigated by first-principles calculations based on density 

functional theory (DFT). The binding energy, tube-molecule distance, and charge 

transfers are investigated predominantly. Further studies on the adsorption of NO2 on 

to SWCNTs was investigated by Peng and Cho [63] using the density functional theory 

method. According to Peng and Cho [63] studies, the binding of the NO2 molecule with 

electron transfer is the microscopic mechanism for the increase conductance 

observed in experiments [63]. The resistance feedback of chemically functionalized 

nanotubes to alcohol vapours was investigated by Wang and Yeow [37] together with 

Sin et al. [38]. During this study, a purified carbon nanotube was oxidized and COOH 

functional group was embedded along the sidewalls of the tube that gave carbon 

nanotube a good acknowledgement to alcohol vapours [37-38].  Zhao et al. [15] 

investigated the adsorption of different gas molecules (NO2, O2, NH3, N2, CO2, CH4, 

H2O, H2, Ar) on both SWCNT and MWCNT bundles using first principles method.  In 

their studies they explained that all molecules are ailing adsorbed on SWCNT with 

small charge transfer, but they can be either charge donor or acceptor of the nanotube. 

Again in this study they [15] also explained that the adsorption of some gas molecules 

on SWCNTs can cause a serious change in electronic and transport properties of the 

nanotube due to the charge transfer and charge fluctuation.   
 

Kong et al. [36] work explained that the electrical resistance of respective 

semiconducting SWCNTs is seriously affected when disclosed to gaseous molecules 

such as NO2, NH3, and O2 under gate voltage circuits. These field-effect transistor 

(FET) type SWCNT gas sensors present a great sensitivity and a quick response time 

at standard temperature. The electrical properties of respective metallic SWCNTs in 

different chemical environments were also studied under gate modulation. The 

electrical conductance fluctuations turned out to be small compared to their 

semiconducting counterparts [36]. Different authors have been investigating the direct 

growth of SWCNTs network from discriminatory aligned catalyst by chemical vapour 

deposition (CVD) [64]. Vermesh et al. [65] assembled SWCNT FET sensors by using 

direct CVD growth technique at 900 ºC and explained that all devices showed huge 

sensitive chemical gating’s, which demonstrate that the charge transfer is especially 

through semiconducting SWCNTs. 
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2.2.3 Graphene for Semiconducting 

The electronic properties of graphene can be altered by introducing impurities. 

Because of their valence electrons, boron (B) and nitrogen (N) doped diamond can 

have p-type and n-type conductivity respectively [68]. The doping could be extremely 

sensitive to the location, density, nature and dimensions of the sheet and the tube in 

2-D graphene and 1-D carbon nanotube respectively. Graphene-based photovoltaic 

devices have brought huge interest since the current implementation of 

graphene/semiconductor hetero-junction solar cells. It is encouraging to see a possible 

value of graphene as transparent electrodes, hole collectors and junction layers 

because of its captivating electronic and optical characteristics [68]. Just like in 

diamond, Zheng et al. [66] discovered that depending on the distance of substitutional 

B or N to the perimeter, the zigzag edge graphene can either be semiconducting, half-

metallic, or metallic. If extrinsic defects are introduced in the matrix, conductance of 

graphene can essentially increase or decrease. Kong et al. [36] investigated that, 

graphene sandwiched between two metal contacts display a field effect transistor, with 

thermal emission p-type characteristics. With the introduction of NO2 in its 

environment, the devices conductance increase tremendously. 
 

Tongay et al. [67] discovered that when CVD prepared graphene sheets are placed 

over n-type Si, GaAs, 4H-SiC and GaN semiconductor substrates, equilibration of the 

Fermi level throughout the system gives rise to a charge transfer between the 

graphene and  the elemental IV or III-V semiconductor. This results in a huge current 

rectification (Schottky effect) at the interface. Beside that they discovered that 

graphene’s Fermi level is subject to variation during charge transfer across the 

graphene - semiconductor interface as determined by in-situ Raman spectroscopy 

measurements [67]. This is very different to the conventional metal semiconductor 

diodes where the Fermi level of the metal does not change due to a huge density of 

states at the Fermi surface. 
 

Castro et al. [69] discovered that, the band structure of bilayer graphene can be 

contained by an external applied electric field using both theoretical and experimental 

method so that the electric gap between the valence and conduction bands can be 

shifted between zero and mid infrared energies. Their studies, achieved that a 
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bilayered graphene was the only known semiconductor with a tuneable energy gap 

and it may open the way for establishing photo detectors and laser lights tuneable by 

electric field effect [69].   

2.2.4 Carbon nanotubes for Semiconducting 

Tans et al. in 1998 [70] described the behaviour of semiconducting in carbon 

nanotubes. A typical measurement of the conductance of a semiconducting SWCNT 

is displayed in figure 2.3 [71] as the gate voltage (𝑉𝑔) applied to the conducting 

substrate is checked. The nanotube conducts at negative  𝑉𝑔, and then turns off with a 

positive 𝑉𝑔. The noticeable amount of change in resistivity occurs during the on and off 

state of the device. The device behaviour is comparable to a p-type metal-oxide 

semiconductor field-effect transistor (MOSFET), with the nanotube substituting Si as 

the semiconductor [72]. N-type conductance is occasionally noticed at high positive 

gate, particularly in bigger-diameter tubes [72-73].  

Because of the work function of the Au electrodes, the conductance in the n-type 

region is generally less than in the p-type region [73]. The Au Fermi level gets even 

with the valence band of the SWCNT. This results in the p-type surface being in 

contact with a barrier for the injection of electrons. Semiconducting nanotubes are 

generally p-type at 𝑉𝑔  =  0. But due to contacts and extrinsic chemical species, 

especially oxygen, adsorbed on the tube they may act as weak p-type dopants. 
 

Semiconducting carbon nanotubes have been suggested for such nano-electronics 

applications as high-speed field-effect transistors (FETs) [70], few- or single-electron 

memories [72-75] and chemical or biochemical sensors [36, 76-78]. The conductivity 

assigned to nanotubes by the concentration density of charge carriers is important to 

each of the semiconducting applications. Gradient concentration mobility regulates the 

carrier velocity and even switching speed, in FETs [79]. Nanotube FETs can be utilised 

to identify charge, or a chemical signal transformed to charge in floating gate 

memories and chemical or biochemical sensors [76]. The change in conductivity per 

charge can be determined by the mobility and even the responsive of such devices. 

But the mobility of charge carriers in semiconducting carbon nanotubes remains poorly 

understood [79].  
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Figure 2. 3: Conductance G vs gate voltage Vg of a p-type semiconducting SWNT field effect transistor [71]. 
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2.3 Carbon nanotubes as energy and hydrogen storage 

Hydrogen is one of the greatest purified and idealized energy sources. A range of 

modern technologies including compression, liquefaction, metal hydride and 

adsorbent material have been developed for the purpose of hydrogen storage [79]. 

Mechanical conduct and kinetics of SWCNTs, MWCNTs, and bundles of SWCNTs 

have been studied thoroughly for the storage of hydrogen energy. The model tries to 

explain the deformation of CNTs through compression and stretching and the van der 

Waals interactions among hydrogen molecules and between hydrogen and carbon 

atoms [80]. Stretched SWCNTs create pores in the molecular dimension and are 

competent in adsorbing hydrogen even at high temperatures and low pressures [81].   

This action is important to these materials and demonstrates that SWCNTs are the 

perfect building blocks for constructing safe, active and high energy density 

adsorbents for hydrogen storage applications [81]. Darkrim et al. [83] investigated 

some mechanical properties of CNTs which involve bending and stretch applications. 

Hydrogen storage is one of those promising application because carbon is great for 

adsorbing of gases and in addition they are micro-porous carbon macromolecules with 

high particular surface and have the potential to adsorb hydrogen in their 

nanostructures [83]. 

Hydrogen adsorption in CNTs was also investigated by Dillon et al. [82]. In that study, 

amounts of hydrogen adsorbed by gas desorption were accumulated. Liu et al. [85] 

studied the hydrogen adsorption in CNTs at standard temperature using semi-

continuous hydrogen arc discharge method and reached the same outcomes as Dillon 

et al. [82]. Darkrim and Levesque [86] used Monte Carlo simulations to compute 

hydrogen adsorption in opened SWCNTs for a wide range of pressure and 

temperature and increased the tube diameters and the inter-tube spacing to attain a 

high adsorptive property. The adsorption is expressed as a unit of quantity of gas with 

respect to a unit of quantity of adsorbent. Dillon et al [84] developed laser synthesis 

conditions that produce SWNTs with size and type circulations that were already found 

to have excellent hydrogen storage capacities of ~7 wt.%.   
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Liu et al. [85] experiments managed a hydrogen storage quantity of 4.2 w% or a 

hydrogen to carbon atom ratio of 0.52 which could be reproduced at standard 

temperature and high pressure. Chen and Huang [80] used potassium hydroxide 

(KOH) in order to change the properties of MWCNTs for beneficial hydrogen storage. 

The results showed the structure of CNTs being destructive after being altered by KOH 

at 550 0C in H2 atmosphere. The analysis also showed that the quantity of hydrogen 

storage on the plain and KOH altered CNTs were 0.71 and 4.47 wt%, respectively, 

under atmosphere pressure and at balanced temperature.  

For years carbon has been unconsciously a source of energy. The request for energy 

storage devices with high energy density and high power has endured to increase 

while their physical size inside electronic products has endured to decrease [87]. Since 

it is fascinating for energy storage devices to have flexible shapes to fit into different 

forms of factors, energy storage devices formed from adjustable electrodes could be 

interesting. There has been powerful attraction in the advanced progress of energy 

storage devices such as batteries [88] and super capacitors [89] over the past years.  

Carbon materials have been playing an important role in the improvement of different 

clean and continual energy technologies [90]. The achievement of energy storage 

devices depends actually on the properties of the materials that are made of and the 

change of materials depend on the nature of the advances in energy storage [91]. 

Fthenakis et al. [92] investigated the elastic range and energy storage quantity of 

contorted carbon nanotubes and nanotubes ropes using ab initio and parameterised 

density functional calculations. In that study it was discovered that the contorted 

nanotube ropes may reversibly store energy by contorting, expanding, bending and 

compressing basic nanotubes. In addition to that, the elastic establishment and the 

interior of a contorted rope nanotubes encounters hydrostatic pressures of up to tens 

of GigaPascals (GPa). 
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Chapter 3 

Theoretical Background 

3.1 Introduction 

 

Molecular dynamics is a simulation method that is good in explaining and predicting 

numerous properties of materials in solid and liquid phase. Computer simulations 

facilitate a connection between microscopic length and time scales and the 

macroscopic world of the laboratory [93]. The buried detail behind bulk measurements 

can be exposed at the same time. The relationship between the diffusion coefficient 

and velocity autocorrelation function is one of an example. Lately researchers use 

simulations as an association between theory and experiment: 

 Theory         ⇋          Computer simulations          ⇌          Experiments. 

By running a simulation, a theory may be proven using the same model and correlate 

the test model with experimental results [93], in another case the results might be in 

concurrence but sometimes they are contrasting. A good advantage of simulations is 

that they may also be carried out on variables that are impossible or absurd to archive 

in the laboratory (for an example; working at high temperature or pressure). Consider 

a scenario of modelling a large-scale semiconductor system (about 106 atoms). Here 

a computationally reasonable and accurate interatomic potential will be essential. For 

example, a plain structural relaxation of crystals with small strain, the well-established 

Lennard-Jones potential is acceptable [96]. This potential is quite capable of 

calculating quantities like bond lengths and elastic constants. When calculating 

parameters like Grüneisen parameters or specific heat capacity more specialised 

potentials maybe desired [97].  

3.2 Molecular Dynamics 

Molecular dynamics (MD) is a design of computer simulation in which atoms and 

molecules are granted to collaborate for a period of time by estimations of known 

physics, giving an aspect of the motion of the particles. Most of the time is commonly 

used in the study of materials physics, chemistry and biology [93]. MD is inviting, 
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though not completely correct to explain the technique as a "virtual microscope" with 

high material and spatial resolution. It allows scientists peer into the motion of 

individual atoms in a form which is impossible in laboratory experiments. Simulations 

can consistently be protracted to cover longer time periods and the modelled systems 

can consistently be made larger than the largest systems investigated so far. In 

addition, the models can again be more precise and brought closer to the importance 

of physics [100]. This technique can be considered as a specialized field of molecular 

modelling and computer simulation based on statistical mechanics. The predominant 

reason of the MD method is that, statistical ensemble averages are alike to time 

averages of the system which is called the ergodic hypothesis. Furthermore, molecular 

dynamics simulations produce information at the microscopic level, containing atomic 

positions, velocities and forces. Quantities like energy, pressure, heat capacity; need 

statistical mechanics in order to be transformed from microscopic to macroscopic 

level. Statistical mechanics is basically used to the study of material science by 

molecular dynamics simulation. The molecular dynamic has a great advantage over 

Monte Carlo methods, which contributes a route to dynamic properties of the system, 

which are transport coefficients, time-dependent reaction to perturbations, rheological 

properties and spectra [98]. 

3.3 Verlet Algorithm 

In molecular dynamics, the most frequently used time integration procedures is the 

Verlet algorithm [104]. This can be obtained by writing two 3rd -order Taylor 

expansions for the positions 𝑟(𝑡), one forward and one backward in time, where 

𝑣(𝑡) is the velocity and 𝑎(𝑡) the acceleration of the particle [100]. Generally there 

are velocity Verlet and the leap-frog Verlet algorithms. The Verlet algorithm is 

derived from Taylor expansions for the position [97]: 

𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + 𝑣(𝑡)∆𝑡 +
1

2
𝑎(𝑡)∆𝑡2 +

1

6
𝑎̇(𝑡)∆𝑡3 + 𝒪(∆𝑡4)                    (3.1) 

𝑟(𝑡 − ∆𝑡) = 𝑟(𝑡) − 𝑣(𝑡)∆𝑡 +
1

2
𝑎(𝑡)∆𝑡2 −

1

6
𝑎̇(𝑡)∆𝑡3 + 𝒪(∆𝑡4)                    (3.2)    

Adding the two equation gives  

𝑟(𝑡 + ∆𝑡) = 2𝑟(𝑡) − 𝑟(𝑡 − ∆𝑡) + 𝑎(𝑡)∆𝑡2 + 𝒪(∆𝑡4)                                   (3.3)    
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Equation 3.3 is the basis of the Verlet algorithm. Because the Newton's equations are 

the one which are integrated, 𝑎(𝑡) is just the force divided by mass, and the force is in 

turn a function of the positions 𝑟(𝑡). 

In this procedure, the discrepancy is evident when developing the system by ∆𝑡 which 

is of the 4th order ( ∆𝑡4), even though a third derivative does not come into sight 

certainly. In explaining the larger recognition among molecular dynamics simulators, 

the Verlet algorithm is simple to implement, precise and balanced.  A disadvantage 

with this form of the Verlet algorithm is that velocities are not precisely created. Even 

though they are not wanted with time evolution their knowledge is frequently essential. 

However, they are enforced to calculate the kinetic energy K, whose calculation is 

precisely to evaluate the conservation of the total energy 

  𝐸 = 𝐾 + 𝑉.                                                                                            (3.4).  

V is the potential energy. This is one of the most valuable tests to confirm that an MD 

simulation is proceeding accurately. One could calculate the velocities from the 

positions by using  

𝑣(𝑡) =
𝑟(𝑡+∆𝑡)−𝑟(𝑡−∆𝑡)

2∆𝑡
 .                                                                              (3.5)                  

Nevertheless, the error connected to this expression is of order ∆𝑡2rather than ∆𝑡4. To 

solve this complication, a few variations of the Verlet algorithm as mentioned in this 

chapter have been advanced. They give improvement to absolutely the same 

trajectory and differ in variables that are stored [100]. 

3.3.1 Leapfrog Verlet method 

The leapfrog method is generally used to clarify numerically, basic boundary value 

complication for partial differential equations (PDEs). It is interesting because it is clear 

2nd -order and has a short memory, but mainly because it has an outstanding stability 

when calculating oscillatory motion solutions. Some algorithmic methods for PDEs are 

frequently studied by considering them as arising from the method of lines (semi-

discretization) [104]. Leapfrog integration is a simple method for integrating equations, 

particularly in the case of a dynamical system. The method is known by various names 

in various disciplines [100]. By Newton’s 2nd law and basic mechanics, 
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𝐹 = 𝑚𝑎.             (3.6) 

𝐹 stands for the force on the particle, 𝑚 is the mass of the particle, and 𝑎 is the 

acceleration of the particle [102]. 

𝑎(𝑡) =
𝑑𝑣(𝑡)

𝑑𝑡
,                                                                                             (3.7)           

  𝑣(𝑡) =
𝑑𝑟(𝑡)

𝑑𝑡
.                                                                                              (3.8) 

In this case position (𝑟) and force (𝐹) at time 𝑡 are wanted while the velocities (𝑣) are 

half a time step behind. Firstly the velocities are advanced by 𝑡 +
∆𝑡

2
  

𝑣(𝑡 +
∆𝑡

2
) =𝑣(𝑡 −

∆𝑡

2
)+ 𝑎(𝑡)∆𝑡 ,                                                        (3.9) 

then positions, 

𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) +  𝑣(𝑡 +
∆𝑡

2
)∆𝑡.                                                             (3.10)  

The velocity equation is considered first to produce a new mid-step velocity. This 

velocity is then used to compute the new positions. The velocity is computed from 

𝑣(𝑡) = (
1

2
) 𝑣 (𝑡 +

1

2
∆𝑡) + (

1

2
)𝑣(𝑡 −

1

2
∆t).                                                  (3.11) 

Another advantage of leapfrog method is that, the temperature scaling using velocity 

scaling is achievable [103]. 

3.3.2 Velocity Verlet method 

In the velocity Verlet algorithm the velocity is applied directly and this method is 

beneficial when calculating time-correlation functions e.g. [𝑣(𝑡)𝑣(0)] and transport 

coefficients (e.g., the diffusion coefficient 𝐷) [106]. 

The calculations of the time-correlation functions require sampling of the initial 

conditions according to the ensemble distribution explained by  𝐷 and for each initial 

condition calculate the value of the particle velocity 𝑣(𝑡) at time 𝑡. The equation that is 

used to calculate the ensemble average is expressed below as: 

𝑣(𝑡)𝑣(0) =
1

𝑇
∫ 𝐷𝑡′𝑣(𝑡′ + 𝑡)

𝑇

0
𝑣(𝑡′),                                                             (3.12)                                                                          
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where 𝑇 is the period of the measurement of the diffusion constant 𝐷, a time that is 

much larger than the relaxation time of the velocity autocorrelation function [105].  

Molecular dynamics simulations can supply the arrangement of microscopic 

configurations through which the model system passes in time. Such accurate 

microscopic information allows one to calculate the result of a measurement of an 

observable according to the time average. This can be explained by easily averaging 

the value of the observable through the whole multiple of microscopic configurations 

produced during the time of the measurement. 

The velocity Verlet algorithm for application in molecular dynamics is given by  

𝑟(𝑡 + 𝛥𝑡) = 𝑟(𝑡) + 𝛥𝑡𝑣(𝑡) +
1

2
𝛥𝑡2𝑎(𝑡),                                                       (3.13) 

𝑣(𝑡 + 𝛥𝑡) = 𝑣(𝑡) +
1

2
∆𝑡[𝑎(𝑡) + 𝑎(𝑡 + ∆𝑡)].                                                      (3.14) 

The above velocity Verlet concept can be exposed to be similar to basic Verlet 

algorithm by removing the velocities. There are two stages that can be used to 

implement the above equations. The first stage is to compute the new positions at 

time  𝑡 +  𝛥𝑡. In the second stage the velocities at mid-step are computed using 

𝑣 (𝑡 +
1

2
∆𝑡) = 𝑣(𝑡) +

1

2
∆𝑡𝑎(𝑡) .                                                                      (3.15) 

The forces and accelerations at time 𝑡 +  ∆𝑡 are then computed so that the new 

velocity is computed [105] to be 

𝑣(𝑡 + ∆𝑡) = 𝑣 (𝑡 +
1

2
∆𝑡) +

1

2
𝑎(𝑡)∆𝑡.                                                          (3.16) 

 

 

 

 



24 
 

3.4 Bond Order Potential 

The forces between atoms which are derived from quantum and statistical mechanics 

are called bond order potentials. Different from classical empirical potentials, bond 

order potentials capture bond formation and breaking, saturated and unsaturated 

bonds, dangling bonds and radical bonds, as well as single, double or triple bonds. 

The bond order potentials supply an equivalent accuracy as tight-binding calculations 

at less computational effort, and again they pave the way to larger scale atomistic 

simulations of systems which cannot be explained by classical empirical potentials 

[108]. Examples of bond order potentials that will be reviewed in this section are 

Tersoff potentials, Brenner potentials, Finnis-Sinclair potentials and Stillinger-Weber 

potentials. They have advantage over other interatomic potentials because whilst 

using same parameters they can explain numerous bonding states of an atom and in 

some cases might be able to explain chemical reactions perfectly. All these potentials 

were developed partly independent of each other, but contribute the same conclusion 

that the stability of a chemical bond depends on the bonding environment, that include 

the number of bonds and perhaps also angles, bond length and order. These 

potentials are based on the Linus Pauling bond order concept, which can be 

expressed in the form of 

𝑉𝑖𝑗(𝑟𝑖𝑗) = 𝑉𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒(𝑟𝑖𝑗) + 𝑏𝑖𝑗𝑘𝑉𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒(𝑟𝑖𝑗).                                           (3.17) 

In the above equation the potential field is written as uncomplicated pair potential 

relying on the distance between two atoms  𝑟𝑖𝑗 , but the stability of this bond is altered 

by the environment of the atom 𝑖 via the  𝑏𝑖𝑗𝑘  term. Preferably, the potential can be 

expressed in the form of 

𝑉𝑖𝑗(𝑟𝑖𝑗) = 𝑉𝑝𝑎𝑖𝑟(𝑟𝑖𝑗) − 𝐷√𝜌𝑖 ,                                                                     (3.18) 

where 𝜌𝑖 is defined as the electron density at the location of atom 𝑖. Algebraically it 

can be shown that equation 3.17 and 3.18 are equivalent [108-114]. 

3.4.1 Tersoff Potentials 

Originally, the Tersoff potential was created to recreate the effects of covalent bonding 

in systems composed of group 4 elements on the periodic table (carbon, silicon, 

germanium etc) and their alloys. Just like the metal potentials, the Tersoff potential is 
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also non-bonded potentials defined by atom types instead of specific atomic indices. 

The potential energy definition yields balanced planar graphite layers as well as a 

balanced diamond phase for carbon, both with appropriate densities and binding 

energies [109]. As mentioned earlier on the Tersoff potential is based on the approach 

of bond order. This is because the strength of a bond between two atoms may not be 

stable, but rely on the local environment. This concept is equivalent to that of the ̀ `glue 

model'' for metals, to use the coordination of an atom as the variable controlling the 

energy. However in semiconductors, the target is on bonds instead of atoms, that is 

where the electronic charge is sitting in covalent bonding [112]. Due to the content of 

the implementation and the physical catalyst of the Tersoff potential, it has been 

generally used for molecular dynamics research [109-112]. 

A Tersoff potential has the presentation of a pair potential:    

𝐸 = ∑ 𝐸𝑖𝑖 =
1

2
∑ 𝑉𝑖𝑗𝑖≠𝑗                                                                             (3.19) 

  =
1

2
∑ ∅𝑅𝑖𝑗 (𝑟𝑖𝑗) + ⋯ +

1

2
∑ 𝐵𝑖𝑗∅𝐴𝑖𝑗 (𝑟𝑖𝑗) + ⋯,                                         (3.20) 

where the potential energy is broken down into a site energy 𝐸𝑖 and a bonding 

energy 𝑉𝑖𝑗, 𝑟𝑖𝑗  is the distance between 𝑖 and 𝑗,  ∅𝑅 and ∅𝐴 means ``repulsive'' and 

``attractive'' pair potentials respectively [111].  

∅𝑅(𝑟𝑖𝑗) = 𝐴𝑒(−𝜆1𝑟𝑖𝑗),                                                                              (3.21)  

∅𝐴(𝑟𝑖𝑗) = −𝐵𝑒(−𝜆2𝑟𝑖𝑗),                                                                           (3.22) 

where A, B, 𝜆1 and 𝜆2 are parameters of the potential; 𝐵𝑖𝑗 is not consistent which is 

the bond order for i and 𝑗, it is a decreasing function of coordination 𝐺𝑖𝑗 assigned to 

the bond: 

𝐵𝑖𝑗 = 𝐵(𝐺𝑖𝑗)                                                                                            (3.23)    

𝐺𝑖𝑗  is given by 

𝐺(𝜃𝑖𝑗) = ∑ 𝐹𝑐(𝑟𝑖𝑗)𝑔(𝜃𝑗𝑖𝑘𝑘 )𝐹(𝑟𝑖𝑗 − 𝑟𝑖𝑘),                                                            (3.24)  
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where𝐹𝑐(𝑟𝑖𝑗), 𝐹(𝑟𝑖𝑗 − 𝑟𝑖𝑘) and 𝑔(𝜃𝑖𝑗𝑘) are applicable functions.  

𝑔(𝜃𝑖𝑗𝑘) = 1 +
𝑐𝑖

2

𝑑𝑖
2 −

𝑐𝑖
2

𝑑𝑖
2+(ℎ𝑖−𝑐𝑜𝑠(𝜃𝑖𝑗𝑘))

2 ,                                                         (3.25) 

where 𝜃𝑖𝑗𝑘  is the bond angle between bonds 𝑖𝑗 and 𝑖𝑘. The parameters 𝑐, 𝑑, and ℎ  rely 

only on atom 𝑖.       

𝐹𝑐(𝑟𝑖𝑗) = |
1
1
2
0

+
1

2
. 𝑐𝑜𝑠 (𝜋.

𝑟𝑖𝑗−𝑅𝑖𝑗

𝑆𝑖𝑗−𝑅𝑖𝑗
)     

𝑟𝑖𝑗<𝑅𝑖𝑗
𝑅𝑖𝑗<𝑟𝑖𝑗<𝑆𝑖𝑗

𝑆𝑖𝑗<𝑟𝑖𝑗

 .                                                (3.26) 

The Tersoff functional is not like Stillinger-Weber potential, its arrangement consists 

of an accurate cut-off term [109,117].  The step function in equation 3.26 is created to 

design a smooth transition between the separation ranges of 𝑅 and 𝑆. 

The important idea is that the bond 𝑖𝑗 is depleted by the existence of other 

bonds 𝑖𝑘 including atom 𝑖. The quantity of weakening is determined by where these 

other bonds are located. Angular terms come out basically to build up a realistic model 

[112]. This theory works in an expansive spectrum of positions than the Stillinger-

Weber potential which is very equivalent with the Tersoff potential; nevertheless it is 

not relived from the problems. One of the biggest problems with this theory is that it 

may be not easy to fit parameters: with 6 functions to fit and angular terms, finding an 

excellent parameterization is a difficult effort [113]. 

3.4.2 Brenner Potentials 

The bond-order Brenner potential was advanced especially for learning the covalent 

bonds found in carbon based materials.  In Brenner potential each atom in the system 

has mutual dependence on its nearest neighbours [113-116]. The total potential 

energy of the system combined via the Brenner potential can be expressed in the form 

of  

𝑈𝑡𝑜𝑡 =
1

2
∑ ∑ 𝑈𝑖𝑗

𝑁
𝑗=1
𝑗≠𝑖

=
1

2
∑ ∑ 𝐹𝑐𝑢𝑡(𝑟𝑖𝑗)𝑖≠𝑗 [𝑈(𝑅)

𝑖
𝑁
𝑖=1 (𝑟𝑖𝑗) − 𝐵𝑖𝑗𝑈(𝐴)(𝑟𝑖𝑗)],              (3.27) 
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 where 𝐹𝑐𝑢𝑡(𝑟𝑖𝑗)  is the cut-off function, which limits the interaction of an atom to its 

nearest neighbours and is defined as: 

𝐹𝑐𝑢𝑡(𝑟)𝑖𝑗 = {

1,
1

2

0,

 [1 + cos (
𝑟𝑖𝑗+𝑅1

𝑅2−𝑅1
𝜋)] , 𝑅1 <

𝑟𝑖𝑗 ≤

𝑟𝑖𝑗 ≤
𝑟𝑖𝑗 >

𝑅1

𝑅2

𝑅2

 .                                       (3.28)                                                                                               

Here 𝑅1  and 𝑅2 are the parameters which determine the range of the potential. The 

functions 𝑈𝑅(𝑟𝑖𝑗)  and 𝑈𝐴(𝑟𝑖𝑗)  are the repulsive and the attractive energy terms of the 

potential respectively. The Brenner potential involves the following parameterization 

for 𝑈𝑅(𝑟𝑖𝑗)  and  𝑈𝐴(𝑟𝑖𝑗): 

𝑈𝑅(𝑟𝑖𝑗) =
𝐷𝑒

𝑆−1
exp [−√2𝑆𝛽(𝑟𝑖𝑗 − 𝑅0)],                                                           (3.29) 

𝑈𝐴(𝑟𝑖𝑗) =
𝐷𝑒

𝑆−1
exp [−√

2

𝑆
𝛽(𝑟𝑖𝑗 − 𝑅0)],                                                             (3.30) 

where 𝐷𝑒, S,  𝛽 and  𝑅0 are parameters. The factor 𝐵𝑖𝑗  in equation 3.27 is the called 

bond order term, which is written as  

𝐵𝑖𝑗 = [1 + ∑ 𝐹𝑖𝑗(𝑟𝑖𝑘𝑘≠𝑖𝑗 )𝐺(𝜃𝑖𝑗𝑘)]
−𝛿

= [1 + 𝜁_𝑖𝑗 ]−𝛿  .                                      (3.31) 

The function 𝐺(𝜃)𝑖𝑗𝑘  is written as 

 𝐺(𝜃𝑖𝑗𝑘) = 𝑎0 [1 +
𝑐0

2

𝑑0
2 −

𝑐0
2

𝑑0
2+(1+cos 𝜃𝑖𝑗𝑘)

2],                                                        (3.32) 

where 𝑐, 𝑑 and 𝑎 have the same meaning as in equation 3.22 and 𝜃𝑖𝑗𝑘  is the angle 

between bonds produced by pairs of atoms (𝑖, 𝑗)  and  (𝑖, 𝑘) , written as, 

cos( 𝜃𝑖𝑗𝑘) =
𝑟𝑖𝑗.𝑟𝑖𝑘

𝑟𝑖𝑗𝑟𝑖𝑘
.                                                                                       (3.33) 

3.4.3 Finnis-Sinclair Potentials 

Finnis-Sinclair (FS) potential is an important type of embedded atom model (EAM) for 

base centred cubic type materials. The bonding terms of this model potential are the 

square-root of a site density 𝜌𝑖, summed over atoms 𝑖, and a repulsive pairwise term 
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[118]. The sum over neighbouring sites 𝑗 of a cohesive potential 𝜑(𝑅𝑖𝑗) is explained 

as the site density 𝜌𝑖  . Both the potential and density fields are assumed to be short-

ranged and are parameterized to fit the lattice constant, cohesive energy and elastic 

modulus of many body-centred-cubic (BCC) transition metals [118]. The FS potential 

can be expressed as  

𝑈𝐹𝑆 = 𝑈𝑛 + 𝑈𝑝 ,                                                                                           (3.34) 

where 𝑈𝑛 is the repulsive pairwise term, which can be written as 

𝑈𝑛 =
1

2
∑ 𝑉(𝑟𝑖𝑗)𝑖𝑗 ,                                                                                            (3.35)  

and 𝑈𝑝 is the bonding term, which can be written as  

𝑈𝑝 = 𝐴 ∑ √𝜌𝑖𝑖   ,                                                                                             (3.36) 

so that a complete FS potential is  

𝑈𝐹𝑆 =
1

2
∑ 𝑉(𝑟𝑖𝑗) − 𝐴 ∑ √𝜌𝑖𝑖𝑖𝑗  ,                                                                      (3.37) 

where 𝑟𝑖𝑗 is inter atomic distance between atoms i and j. The density for each atom is 

written as 

 𝜌(𝑟𝑖) = ∑ ∅(𝑟𝑖𝑗)𝑖≠𝑗  ,                                                                                      (3.38) 

∅(𝑟𝑖𝑗) = {
(𝑟𝑖𝑗 − 𝑑)2  𝑟𝑖𝑗 ≥ 𝑑

0                  𝑟𝑖𝑗 > 𝑑
  ,                                                                        (3.39) 

where 𝑑 is a fitting parameter. The repulsive part is a fourth-order polynomial, which 

can be expressed as  

𝑉(𝑟𝑖𝑗) = {
((𝑟𝑖𝑗−𝑐)2(𝑐0 + 𝑐1𝑟𝑖𝑗 + 𝑐2𝑟𝑖𝑗

2)2   𝑟𝑖𝑗 ≤ 𝑐

0                                                         𝑟𝑖𝑗 > 𝑐
 ,                                         (3.40) 

where 𝑐0, 𝑐1, 𝑐2 and 𝑐 are the fitting parameters. 
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3.4.4 Stillinger-Weber potential 

The Stillinger-Weber (SW) potential [119] is the first interatomic potential applied to 

model semiconductors using classical theory. This potential model is still one of the 

best used in empirical potential formats for the simulation of open structure materials.  

This is because of its combination with ease of implementation and acceptable 

predictive effectiveness. It is based on a two-body term and a three-body term:   

𝑉 =
1

2
∑ ∅(𝑟𝑖𝑗) + ∑ 𝑔(𝑟𝑖𝑗)𝑖𝑗𝑘𝑖𝑗 𝑔(𝑟𝑖𝑘) (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 +

1

3
)

2

,                                           (3.41) 

   

where 𝜃𝑖𝑗𝑘 is the angle produced by the 𝑖𝑗 and 𝑖𝑘 bonds, and 𝑔(𝑟) is a decaying 

function with a cut-off between the first and the second neighbour shell. The intent is 

clear and support those configurations where, 

 𝑐𝑜𝑠(𝜃𝑖𝑗𝑘) = −
1

3
. 

This only occurs where angles are very close to those angles that are found in diamond 

like tetrahedral structure, and cause this structure more stable than compact structure, 

as it should.  

In that case equation 3.41 becomes, 

𝑉 =
1

2
∑ ∅(𝑟𝑖𝑗)𝑖𝑗 .                                                                                               (3.42)  

3.5 Statistical Ensemble 

Statistical ensemble is an idealization consisting of a big number of mental copies 

(occasionally infinitely many) of a system, studied all at once, each of which represents 

an achievable state that the actual system might be in. The American scientist whose 

name was Willard Gibbs [120] was the first scientist to introduce ensemble theory. An 

ensemble is itself an organised learning procedure, because it can be practised 

thereafter applied to trigger expectations. The ensemble theory is generally used to 

achieve the particle circulation at kinetic and thermal equilibrium. The ensemble theory 

is based on the ergodic hypothesis. In this section three types of ensembles which are 
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micro-canonical ensemble, canonical ensemble and isothermal-isobaric ensemble are 

discussed. 

3.5.1 Ergodic Hypothesis 

The ergodic hypothesis is important to statistical mechanics, which was first put forth 

by Boltzmann more than a hundred years ago, before the time of quantum mechanics 

[121]. It is an approach utter in classical concept, and it is designed for classical many-

body systems [121]. In physics and thermodynamics in partcular, the ergodic 

hypothesis state that, over long periods of time, the time spent by a particle in some 

region of the phase space of microstates with an equal energy is directly proportional 

to the volume of this region, this means that all available microstates are equally 

possible over a long period of time. 

3.5.2 Micro-canonical Ensemble  

A micro-canonical ensemble (NVE) is an ensemble produced by an enclosed system. 

Such an ensemble is easy to reproduce because of the total energy of an enclosed 

system, which means the internal energy remains constant in an MD simulation. In 

micro-canonical ensemble, the parameters that normally explain the macroscopic 

condition of the system are the energy E, the volume V, and the particle number N. 

Since this ensemble coincides with an isolated system, the energy remains constant 

[122]. 

3.5.3 Canonical Ensemble  

Canonical ensemble (NVT) is the type of ensemble that has a number of 

thermodynamic control parameters in order to give back more acceptable 

experimental results. In this case, energy fluctuations are acknowledged because the 

system has been located in exactly at a thermal contact with an external heat bath, or 

temperature reservoir, the temperature of which is recognised at T [123]. In canonical 

ensemble, the macroscopic state of the system is described by the variables N, V, and 

T, which describe a system in thermal contact with an absolute heat source. 

Accordingly, temperature normally appears in different canonical ensemble averages, 

by which one can achieve advantageous relationship between the temperature of the 

external bath and averages of different mechanical quantities.  

http://en.wikipedia.org/wiki/Phase_space
http://en.wikipedia.org/wiki/Microstate_(statistical_mechanics)
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3.5.4 Isothermal-Isobaric Ensemble 

Isothermal-isobaric ensemble (NPT) is a set of Newton’s equations of motion depicting 

the time change of a system of N particles exposed to a coherent external pressure. 

Here a projectile particle which singularly regulates the system volume 𝑉 is introduced. 

The projectile particle is described as at least one particle existing in the shell element 

𝑑𝑉 surrounding spherical volume  𝑉, and is required to produce phase-space 

trajectories that adapt to a new reformulations of the isothermal-isobaric NPT 

ensemble [124].  

3.6 Introduction of DL_POLY code 

DL_POLY is a molecular dynamics simulation programme written at Daresbury 

Laboratory by W. Smith and T.R. Forester [125]. The proprietor of this software is 

Central Laboratory of the Research Councils in UK. DL_POLY Classic is created to 

conform on a duplicated data parallelism. The software is able to simulate as much as 

30 000 particles in up to 100 processors. It has been designed such that it can work 

on personal computers as well as supercomputers with very little modification.  

The most notable feature of this package is scaling up simulation from a workstation 

to a powerful parallel machine. In addition, DL_POLY package has an accompanying 

Graphical User Interface (GUI) written specifically for the software using Java 

programming language. The Java programming environment is an open source quite 

appropriate for building graphical user interfaces [124]. One of an interesting condition 

of java is the flexibility of the compiled GUI, which may be run without recompiling on 

any Java backed machine. Results in chapter 4 and 5 of this dissertation are based 

on DL_POLY classic package. 
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Chapter 4 

Molecular dynamics simulation of structural and thermodynamic 

properties of bilayer graphene 

4.1 Introduction 

The structure of graphene, a single layer of carbon atoms densely arranged in 

honeycomb crystal lattice is baffling. It shows to be closely two dimensional (2D) and 

present such a high crystal quality that electrons can travel submicron distance without 

scattering [126]. However, in both theory and experiments, this excellent 2D crystal 

cannot exist in a free state [7]. This is usually because, all graphene structures 

investigated so far were essential part of large 3D structures, backed by a bulk 

substrate or embedded in 3D matrix [127]. A pure graphene monolayer can be cut into 

stretched layers to form 1D structure, this 1D structure is called graphene nano-

ribbons (GNRs) which can be abolished by either armchair or zigzag edges. 

Depending on the type and width of edges of GNRs, it can either be metallic or 

semiconducting. Kunstmann et al. [128] investigated the stability of edge states and 

edge magnetism in zigzag edge graphene nano-ribbons, and they pointed out that the 

magnetic edge states might not exist in actual systems or at standard temperature.  

Two monolayers of GNR can be called a bilayer GNR, and it is commonly arranged in 

the Bernal (AB or AA) stacking arrangements. These bilayer systems with smooth 

edges have been profitably manufactured by a freely multi-walled carbon nanotubes 

(MWCNT), the plasma engraving and chemical course [129]. If a single-layer 

graphene (SLG) and bilayer graphene (BLG) are undoped, they are seamless 

semimetals, but shippers in SLG have linear dispersion whereas in BLG the dispersion 

is quadratic. The quantization laws for the integer quantum Hall effect are not the same 

for SLG and BLG. A manageable gap can be opened with an external electric field in 

BLG, because it causes it to be especially fascinating for application. BLG also has a 

different weak localization behaviour from SLG and other two-dimensional systems. 

The properties of BLG have been interpreted under the expectation that the stacking 

of the two layers takes the form of an AB or Bernal stacking, which is common in 

graphite [130]. The covalent bonds between nearest-neighbour carbon atoms in 

graphene are formed by sp2-hybridised orbitals [10]. The carbon-carbon bond length 
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of graphene is 1.42 Å with the interplanar spacing of 3.35 Å [7], the lattice constant of 

graphene is found to be 2.460 Å [7]. In this chapter the results of the structural and 

thermodynamics properties of bilayer graphene are presented 

4.2 Results and Discussion [131] 

In this chapter computational studies of the structural, equilibrium and 

thermodynamics properties of bilayer graphene (BLG) are presented [131]. Each 

double layer is a hexagonal arrangement of carbon atoms at the corners to make up 

a two dimensional honeycomb sheet. One model consists of 64 carbon atoms of which 

32 atoms make one layer (graphene64); the other model has 256 carbon atoms with 

128 atoms per layer (graphene256). Graphene64 and graphene256 are modelled with 

interplanar spacing of 7 Å and 15 Å. The hexagonal sheets have a two carbon atom 

unit cell with a lattice constant a0 = 2.461 Å [133]. Each carbon atom per sheet has 

three nearest neighbours, six next-nearest neighbours, and three second-nearest 

neighbours. The scope of the simulations is to investigate the structural configuration, 

the equilibrium properties and the energetics with varying temperature that govern the 

nano-size in a given structure. In order to fully understand these effects, it is essential 

to perform molecular dynamics (MD) simulations at an atomistic level and a sequential 

resolution in the scale of the Debye frequency for thermodynamic properties. The 

Tersoff potential has been the most successful model to replicate much of the 

semiconducting properties in carbon structures [112]. Atomistic interactions are 

tackled by the potential energy function in the form of an interactive empirical bond-

order potential.   

4.2.1 Structural properties of bilayer graphene (BLG) 

In the present work, focus will be on the bilayer graphene (BLG) structures. The MD 

simulation is performed within a canonical NVT ensemble, using DL_POLY software 

introduced in section 3.6 [7]. The Newtonian equations of motion are integrated with a 

routine based on the leapfrog Verlet algorithm with the time step of 1.0 x 10-3 s at a 

0.0 atm pressure. Radial distribution functions were observed at every temperature 

from 300 K to 5000 K. For equilibrium properties we varied only the lattice constant at 

300 K. All the equilibrium calculations were performed at temperature of 300 K.  

Iterations were performed over 2000 time steps with equilibration after every 200 

steps. This step is very important and aims to calculate for each atom and generate at 
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each time step, a new positions and velocities. After that a frequency distribution of 

atomic separations is produced to compute the pair distribution function, and other 

various properties which are computed along the trajectory of the system in the phase 

space. Real space cut off and primary neighbour cut off was 2.68 Å. Some typical 

bilayer graphene structures at various temperature simulations are shown from figure 

4.1 through to figure 4.4. Figure 4.1 and 4.2 are the structures of bilayer graphene at 

temperatures of 300 K and 5000 K, respectively. At 5000 K which is above the melting 

point, simulations predict that the structure changes the shape and atom C12 and C61 

are not attached to any atom in the structure. Figure 4.3 and 4.4 are the structures of 

bilayer graphene256 at 300 K and 5000 K, respectively. At 5000 K above the melting 

point of graphene, the structure suggests C1 atom is not attached to any atom. 

 

Figure 4. 1: A bilayer graphene64 configuration at 300 K. 

 

Figure 4. 2: A bilayer graphene64 configuration at 5000 K. 
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Figure 4. 3: A bilayer graphene256 configuration at 300 K. 

 

Figure 4. 4: A bilayer graphene256 configuration at 5000 K. 
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4.2.1.1 The radial distribution function (rdf’s) of bilayer graphene (BLG) 

The radial distribution function (rdf) is an effective way of describing the average 

structure of disordered molecular systems such as liquids, but it is also helpful when 

looking at disordered and ordered solids [132]. The rdf from molecular dynamics 

trajectory data is a common and computationally expensive analysis task. The rate 

limiting step in the calculation of the rdf is building a histogram of the distance between 

atom pairs in each trajectory frame. To test the reliability of the Tersoff potential in 

describing graphene, rdf’s (𝐹(𝑟)) of these BLG configurations was calculated.  

From peak positions of 𝐹(𝑟), the most probable distance between the atoms can be 

noted.  In figure 4.5 and 4.6, the first peak which is associated with the first nearest 

neighbour parameter (𝑟1) appears at 1.43 Å for 300 K and 3000 K. At 5000 K which is 

above melting point of graphene, the first nearest neighbour parameter increases to 

1.46 Å for graphene64 and 1.48 Å for graphene256. The second peak which is 

associated with the second nearest neighbour parameter (𝑟2) appears at 2.48 Å for 

300 K and 3000 K. At 5000 K the second nearest neighbour parameter increases to 

2.50 Å for graphene64 and 2.56 Å for graphene256. The first peak is associated with 

the bond length of graphene which is 1.42 Å, and the second peak is associated with 

the lattice parameter of graphene which is 2.46 Å [7,133].  The results for both models 

at 5000 K, shows that, the bond length of the material is stretching, because some of 

the atoms have started to melt. The number of atoms around the first nearest 

neighbour parameter is represented by 𝑛1 and the number of atoms around the second 

nearest neighbour parameter is represented by 𝑛2. When the temperature is increased 

for both models, the number of atoms around the first and second nearest neighbour 

parameters is decreasing. This is because at a high temperature some of the atoms 

are disappearing suggesting some sort of evaporation. When the number of atoms is 

increased in graphene, the number of atoms around those nearest parameters is 

increasing. These rdf’s results of graphene are in agreement with both the theoretical 

calculations and the experiments [134-135]. A summary of this discussion is tabulated 

in tables 4.1 and 4.2. 
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Figure 4. 5: The radial distribution functions of graphene64. 
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Figure 4. 6: The radial distribution functions of graphene256. 
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Table 4. 1: Bilayer graphene64 rdf results 

 300 K 3000 K 5000 K 

r1(Å) 1.43 1.43 1.46 

r2(Å) 2.48 2.48 2.50 

n1 3.78 3.18 2.72 

n2 2.15 0.48 0.11 

 

Table 4. 2: Bilayer graphene256 rdf results 

 300 K 3000 K 5000 K 

r1(Å) 1.43 1.43 1.48 

r2(Å) 2.48 2.48 2.56 

n1 3.80 3.30 2.86 

n2 2.30 0.56 0.14 

 

 

4.2.1.2 Equilibrium properties of bilayer graphene (BLG) 

Figures 4.7 and 4.8, show cohesive energy as function of lattice constant for 

graphene64 and graphene256, respectively.  The subsequent two graphs were used 

to calculate the equilibrium properties. In order to find the most favourable equilibrium 

structural configuration for the double layer graphene64 and graphene256, both 

structures were optimized.  
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Figure 4. 7 : Cohesive energy as a function of lattice constant in graphene64. 
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Figure 4. 8: Cohesive energy as a function of lattice constant in graphene256. 
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The lattice constant, the cohesive energy, volume, bulk modulus and its derivative 

were calculated, least squares fitted to the Murnaghan’s equation of state [136]. 

Equilibrium energy 𝐸(𝑎) is found to be [136]:    

𝐸(𝑎) = 𝑎0 +
9𝑉0𝐵0𝑉0

16
[(

𝑎0

𝑎
)

2

− 1]
2

+ 𝐴 [(
𝑎0

𝑎
)

3

− 1]
3

+ 𝐵 [(
𝑎0

𝑎
)

2

− 1]
4

+ 0 [(
𝑎0

𝑎
)

2

− 1]
5

,                   (4.1) 

where 𝐵0 is the bulk modulus, 𝑉0 the primitive volume and 𝐴 and 𝐵 are fit parameters. 

The Murnaghan equation of state or even polynomial function would fit equally well 

the calculation of the minimum curve. 

 In table 4.3, results achieved are listed together with some measured and calculated 

results [7, 20,95]. The lattice constants are in good agreement with the measured [131] 

and calculated values [7, 20]. Lattice constant of graphene64 differs from the 

calculated one by 9% and from the experimental one by 9%. Lattice constant of 

graphene256 differ from the calculated one by 10% and from the experimental one by 

10%. The cohesive energy differs from the calculated one by 1% and from the 

experimental one by 4%. Cohesive energy of graphene256 differs from the calculated 

one by 1% and from the experimental one by 4%. The minimum volume of graphene64 

differ from the calculated one by 20% and graphene256 from the calculated one by 

11%. This shows that graphene256 is more stable than graphene64. Although the bulk 

modulus of graphene64 differs from the calculated one by 4% and graphene256 differ 

from the calculated one by almost 50%, we can say that the bulk modulus of 

graphene256 is totally disagreeing with other calculated one and graphene64 agrees 

with the calculated one, it should also be noted that the model used here is a double 

layered structure (i.e. graphene64 and graphene256) and the number of atoms are 

unknown for calculated results. Another thing about the bulk modulus, when the c-axis 

is increased to 15 Å, the bulk modulus decreases. The derivative of bulk modulus for 

graphene64 and graphene256 are the same which is equal to 1. Reich et al. [133] 

calculated the derivative of bulk modulus where they got 1, which is the same with 

graphene64 and graphene256. Girifalco et al. [137] calculated the bulk modulus of 

graphite with different number of atoms and all the values were different. Then it can 

be said that, the surface area of a material affects the bulk modulus but it does not 

affect its derivatives.  The interplanar spacing of 15 Å could also play a crucial role. 

But some of the equilibrium properties of graphene64 and graphene256 are similar. 
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Table 4. 3: Calculated and measured lattice constant (a), bulk modulus (B0), its 
derivative (B'), cohesive energy (CohE0), and minimum volume (V0) 

 

 Graphene64 

this work 

Graphene256 

this work 

Calculated 

[88,125,126,128] 

Experimental [7,20] 

a(Å) 2.70 2.72 2.47 2.46 

CohE0(eV/atom) -7.28                                                                                                                                                                                                                                                                                                                                                      -7.30 -7.36 -7.60 

B0(GPa) 672 422 700  

B’ 1.00 1.00 1.00  

V0(Å3/atom) 7.46 5.45 6.08  

 

 

4.2.2 Thermodynamics properties of a bilayer graphene (BLG) 

Up to this point, ordinary temperature (300 K) properties of double layered models 

have been considered. The thermodynamics properties of the systems were also 

considered. Quantum mechanical effects are very important in understanding the 

thermodynamics properties below the Debye temperature. Since the molecular 

dynamics method treats the motion of the atoms classically, we only consider the 

thermodynamics properties above the Debye temperature, where the quantum effect 

can be neglected [138]. The graphite Debye temperature of 2500 K along the a-axis 

has been considered [139]. After optimization calculations, the isothermal–isobaric 

ensemble (NPT) was used to perform the simulation. In order to investigate the 

thermal expansion coefficient some strain has been exerted along the sheet plane on 

the models.  

4.2.2.1 Specific heat capacity of bilayer graphene64 and graphene256 

The specific heat capacity of a material represents the change in energy density 𝐸 

when the temperature changes by 1 K,  
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 𝐶𝑣   =  
𝑑 𝐸

𝑑𝑇
 .                                                                             (4.2). 

The specific heat and heat capacity are sometimes used interchangeably, with units 

of joules per kelvin mass, per unit volume, or per mole. The unit, joule per kelvin (𝐽/𝐾) 

was converted to electron volts per kelvin (𝑒𝑉/𝐾). The specific heat does not 

determine the thermal energy stored within a body only but also how quickly the body 

cools off or heats up [133].   

Data in figure 4.9 was used to calculate the specific heat capacity of graphene64 and 

graphene256. The specific heat capacity calculated for both systems is 3.42 kB. This 

differs by 12% from the Dulong –Petit’s law (3 kB) of solids at high temperatures, 

although no experimental data on this has been considered. Zakharchenko et al. [141] 

found out that the specific heat capacity of a single layer of graphene (SLG) and a 

bilayer of graphene (BLG) are similar and he also showed that the specific heat 

capacity at a high and low temperature are not the same. The specific heat of 

graphene has not been measured directly [140]. 
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Figure 4. 9: Energy as a function of temperature for graphene64 and graphene256. 
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4.2.2.2 Coefficient of thermal expansion (CTE) of bilayer graphene64 and          

graphene256 

The coefficients of thermal expansion (CTE) together with the specific heat capacity 

are both of practical and theoretical importance. They are essential for predicting the 

thermodynamic equation of state of materials. The coefficient of thermal expansion is 

one of the most important nonlinear thermal properties. It is obtained from the 

temperature derivative of lattice constant or temperature derivative of volume, 

This is given by: 

𝛽 =
1

𝑉
(

𝜕𝑉

𝜕𝑇
)

𝑃
.                                                                                             (4.3) 

In the present case the volume was used as function of temperature. The volumetric 

coefficient of thermal expansion of graphene64 and graphene256 were calculated 

using figure 4.10. At a low temperature, the coefficient of thermal expansion of 

graphene is expected to be negative and positive at high temperature [141-142]. Most 

of the researchers who calculated coefficient of thermal expansion at a low 

temperature used experimental method and those who calculated thermal expansion 

coefficient at high temperature used the modelling method. Since our calculation was 

made at high temperature, we expect our thermal expansion to be positive. The 

thermal expansion coefficient of graphene64 is 5.02 x10-6 K-1 and for graphene256 is 

9.76 x10-6 K-1. Both models have different coefficient of thermal expansion but both of 

them are positive. Bao et al. [142] calculated the coefficient of thermal expansion of 

graphene at a low temperature between 0 K and 400 K using experimental method 

and found -7x10-6 K-1. Jiang et al [143] calculated the coefficient of thermal expansion 

of graphene at a low temperature using nonequilibrium Green’s function method; he 

got -6x10-6 K-1. Zakharchenko et al. [141] calculated the negative coefficient of thermal 

expansion of single layer graphene and found the negative-positive transition to occur 

at ∼900 K. The positive values ranges from 4-20 x10-6 K-1 at high temperatures. Yoon 

et al. [144] calculated the coefficient of thermal expansion of single-layer graphene 

using Raman spectroscopy at a temperature range 200-400 K, it was found to be 

negative and the value is -8.0x10-6 K-1. The results are summarised in table 4.4. 

 



46 
 

 

 

                                             Temperature (K)

2400 2600 2800 3000 3200 3400 3600

V
o

lu
m

e
 (

Å
3

/a
to

m
)

20.8

21.0

21.2

21.4

21.6

21.8

22.0

graphene64 

graphene256 

 

Figure 4. 10 : Volume as a function of temperature for graphene64 and graphene256. 
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Table 4. 4: The specific heat capacity (Cv) and coefficient of thermal expansion (β) of 
bilayer graphene 

 Cv (K-1) β (kB) 

Graphene64 5.02 x10-6 3.42 

Graphene256 9.76 x10-6 K-1  3.42 

Experimental 

results[142,144] 

Low 

temperature 

High 

temperature 

 

 -7x10-6    

Calculated [141,143]  -6x10-6 4-20x10-6 3.00 
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4.3 Conclusion 

Some of the results are in agreement with the theoretical calculations and 

experimental data. This agreement shows the ability of Tersoff potential in combination 

with the molecular dynamics method, to predict the physical properties of various 

forms of graphene. The bulk modulus of graphene256 is totally disagreeing with other 

calculations but graphene64 agrees with the calculated one. When the c-axis 

increases, the volume of the configuration increases also which triggers a decrease in 

the bulk modulus. So the size of the surface area affects the bulk modulus. The 

derivative of bulk modulus for graphene64 and graphene256 are the same with the 

calculated one. The specific heat capacity of graphene64 and graphene256 is the 

same. The coefficient of thermal expansion of both models are positive at high 

temperatures but different. Graphene256 is more stable than graphene64 because the 

minimum energy and minimum volume of graphene256 is less than the one for 

graphene64. 
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Chapter 5 

Molecular dynamics simulation of structural and thermodynamic 

properties of single-walled carbon nanotube 

5.1 Introduction 

Carbon nanotubes were discovered in 1985 [145]. Fullerenes played an important role 

in the discovery of carbon nanotubes. C60 was the first molecule to be discovered. Its 

structure was comparable to that of graphite which was already existing, but C60 was 

a new structure because it had excellent properties than graphite. With the help of arc 

evaporation setups in the laboratory, it was suggested in 1990 that C60 can be 

composed easily. In 1991 [146] well-known Japanese researcher Sumio Iijima 

identified the fullerene which was associated with carbon nanotubes. Their tubes were 

double layered with a diameter of about 300 Å and they were closed from both ends. 

This was a dominant discovery which was well supported in electronics, mechanics 

and chemistry fields. Recently researchers discovered that carbon nanotubes have 

thermal conductivity which is better than that of diamond, with a better mechanical 

strength than that of steel and good electrical conductivity than copper. 

Carbon nanotubes (CNTs) have engaged a lot of attention, because of their amazing 

structural, mechanical and electronic properties, those properties cause carbon 

nanotube to be attractive for different functions in our daily life [147]. A carbon 

nanotube is a tube-shaped material, made of carbon, having a diameter measuring in 

the nanometre scale. The graphite layer appears a little bit like a rolled-up chicken 

wire with an endless unbroken hexagonal mesh and carbon molecules at the apexes 

of the hexagons. Carbon nanotubes have different structures, which differ with length, 

thickness and in the type of helicity and number of layers. Basically, as sheets of 

graphite layers rolled up to make a tube, carbon nanotube construction is 

demonstrated using chiral vectors in figure 1.1 of the basic introduction (chapter 1). 

This two dimensional cylinder of a given radius with different helicities is described by 

rolling vectors (n,m). Therefore (n,0), (n,n), and (n,m) explain the respective zigzag, 

armchair, and chiral nanotubes. Even though they are produced from actual the same 

graphite sheet, their electrical properties are different depending on their variations, 
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acting either as metals or as semiconductors. As a group, carbon nanotubes typically 

have diameters ranging from 10 Å up to 500 Å [68]. Their lengths are usually several 

microns, but current improvements have made the nanotubes much longer and they 

can be measured in centimetres. In this chapter the results of the structural and 

thermodynamics properties of single-walled carbon nanotubes are presented [148].  

5.2 Results and Discussion [148] 

Single-walled carbon nanotubes modelled in this work are an armchair (12,12) carbon 

nanotube, two chiral structures (12,10), and (10,12) nanotubes, which are referred to 

as cnt(12,12), cnt(12,10), and cnt(10,12) respectively. The structures were chosen 

such that all have comparable number of carbon atoms; i.e cnt(12,12) has 312 carbon 

atoms, whilst cnt(12,10) and cnt(10,12) both have 264 and 260 carbon atoms 

respectively. Furthermore, cnt(12,12) and cnt(12,10) have equal values of a and b-

axis, likewise, cnt(12,12) and cnt(10,12) c-axis values are equal. Loosely articulating, 

cnt(12,10) can be thought of as the projection of cnt(12,12) along the a and b-axis 

whereas cnt(10,12) can be thought of as the projection of cnt(12,12) along the c-axis. 

It needs to be mentioned that all the literature studied works only with chiral structures 

of the (2n,n) form [149-151]. The radial distribution functions (𝐹(𝑟)) and structure 

factors (𝑆(𝑘)) were calculated at 300, 3000, and 5000 K temperature, to observe the 

behaviour of atomic configurations and interatomic interactions at elevated 

temperatures. In order to obtain the equilibrium configurations of these models a-axis 

values were varied with total energy at constant temperature of 300 K until a 

convincing minimum energy is found.  Based on the optimized structures and their 

energies, various equilibrium properties of these models had been extracted.  

5.2.1 Structural properties 

The very same procedure for structural optimization under the NVT ensemble from the 

previous chapter about the bilayer of graphene has been followed. The c-axis for an 

armchair (12, 12) was found to be 27.105 Å and that of chiral (12, 10) to be 22.935 Å. 

Figure 5.1 and 5.2 are the structures of single-walled carbon nanotubes for chiral 

(12,10) at 300 K and 5000 K temperature respectively.  At 5000 K, the structure 

suggests that atom C248 is not attached to any atom in the structure. Figure 5.3 and 

5.4 are the structural configuration of single-walled carbon nanotubes for armchair 
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(12,12) at 300 K and 5000 K respectively. For armchair at 5000 K, all atoms are still 

attached to the structure.  To quantify upon this; the armchair configuration appears 

to be more mechanically stable than the chiral configuration.  

 

Figure 5. 1: A typical chiral cnt(12,10)  carbon nanotube structure at 300 K. 

 

 

Figure 5. 2: A typical chiral cnt(12,10) carbon nanotube structure at 5000 K. 
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Figure 5. 3 : A typical armchair cnt(12,12) carbon nanotube structure at 300 K. 

 

 

 

 

 

Figure 5. 4: A typical armchair cnt(12,12) carbon nanotube structure at 5000 K. 
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5.2.1.1The radial distribution function (rdf) of single-walled carbon nanotubes 

(SWCNT) 

In order to draw confidence on the empirical bond order potential, radial distribution 

functions (𝐹(𝑟)) for sinlge-walled carbon nanotubes in two chiral forms have been 

calculated. When searching for the minimum of the three symmetry configurations; 

chiral cnt(10,12) configuration produced a maximum instead of a minimum, so it was 

discontinued in the study.  Even though our 𝐹(𝑟) gives information only up to the 

second nearest neighbour, the insight upon the arrangement of carbon atoms in 

nanotubes can be extracted. This can be quantitatively compared with carbon atoms 

distribution in graphene and graphite configurations. Using the peak positions of 𝐹(𝑟), 

the nearest neighbour and the second nearest neighbour carbon atoms in single-

walled carbon nanotubes can be determined. The peak positions appear at 1.45 and 

2.50 Å for both armchair cnt(12,12) and chiral cnt(12,10) at 300 and 3000K, and at 

5000 K the peaks appear at 1.47 and 2.54 Å for both models, which are in good 

agreement with other theoretical calculations and experiments [152-154]. The radial 

distribution function for cnt(12,10) and cnt(12,12) at 300, 3000, and 5000 K are shown 

in figures 5.5 and 5.7 respectively. Detailed information from the 𝐹(𝑟) can be harvested 

in table 5.1 and 5.2 respectively. Figures 5.6 and 5.8 display the structure factor 

functions 𝑆(𝑘) for cnt(12,10) and cnt(12,12) respectively at 300, 3000, and 5000 K. 

The 𝑆(𝑘) is the Fourier transform of   𝐹(𝑟) from the real space to the reciprocal space. 

The 𝑆(𝑘) plot of 5000 K has least oscillation and 𝑆(𝑘) plot at 300 K has more oscillation 

implying that more information about C-C interaction can be extracted at 300 K. 
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Figure 5. 5: Radial distribution function of chiral cnt(12,10) carbon nanotube bundles. 

 

 

Figure 5. 6: Structure factor for the chiral cnt(12,10) carbon nanotube bundles 
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Figure 5. 7: Radial distribution function of armchair cnt(12,12) carbon nanotube bundles. 

 

 

 

Figure 5. 8: Structure factor for the armchair cnt(12,12) carbon nanotube bundles. 
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Using a pictorial scrutiny of the 𝐹(𝑟) in figures 5.5 and 5.7 and comparison of 

experimental results in table 5.1, it appears that the carbon nanotubes tubular 

structure is robust with cylindrically stable structure even at extremes of temperature. 

This toughness is comparable to that of diamond according to table 5.1 standards. 

Atomic distribution around the first nearest neighbour is uniform in all temperature 

ranges and it resembles that of diamond according to Kakinoki et al. [154] even though 

the peak positions are for graphite. At second nearest neighbour distance (2.50 Å) 

coordination is diamond-like at 300 K but becomes more graphitic at 5000 K. Wiggles 

observed at 3000 and 5000 K peaks on cnt(12,12) suggest that armchair is not as 

robust as chiral cnt(12,10). The number of atoms around the first nearest neighbour 

parameter is represented by 𝑛1 and the number of atoms around the second nearest 

neighbour parameter is represented by  𝑛2. When the temperature is increased, the 

height of the peaks decreases. For 𝑛1 and 𝑛2 for both, they decrease with the 

increasing temperature. 

Table 5. 1: Radial distribution function (F(r)) quantities at 300, 3000, and 5000 K in 

comparison with graphite and diamond data [152-154]. 

 Temperature (K) 𝑟1 (Å) 𝑟2 (Å) 𝑛1 𝑛2 

cnt(12,12) 300 1.45 2.50 3.63 2.07 

3000 1.45 2.50 3.04 1.55 

5000 1.47 2.54 2.85 1.33 

cnt(12,10) 300 1.45 2.50 3.08 1.75 

3000 1.44 2.50 2.61 1.49 

5000 1.47 2.54 2.43 0.77 

Graphite [153] 300 1.43 2.53 3.30 - 

Diamond [154] 300 1.55 2.53 3.45 - 
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5.2.1.2 Equilibrium properties of single-walled carbon nanotubes 

Various experiments and calculations have shown that the average diameter of single-

walled carbon nanotubes (SWCNT) is in the range of 12-14 Å. The distance separating 

consonant carbon atoms in periodic hexagonal lattice is 2.46 Å, with parallel c-c 

bonding separation of 2.45 Å. The c-c bond length is 1.42 Å with a tight bonding 

overlap energy of about ~2.5 eV. According to Thess et al. [153] bundles of carbon 

nanotubes with metallic behaviour have lattice constant in the region of ±17 Å. These 

laser-ablated bundles occur in two dimensional triangular lattice uniform tubes having 

C5v symmetry. 

The equilibrium properties calculated from figures 5.9 and 5.10 are shown in table 5.2 

for cnt(12,12) and cnt(12,10) together with results from other calculations and 

experiments from the literature [156-165]. Lattice constant of chiral (12,10) SWCNT 

bundles differs from the calculated one by 0.4% and from the experimental one by 

0.7%. These properties were extracted from figure 5.9 and 5.10 for cnt(12,10) and 

cnt(12,12) respectively. Lattice constant of armchair (12,12) differs from the calculated 

one by 2% and from the experimental one by 1%. The cohesive energy of chiral 

(12,10) SWCNT differs from the calculated one by 0.7% and from the experimental 

one by 3%. Cohesive energy of armchair (12,12) SWCNT differs from the calculated 

one by 1% and the experimental one by 4%. The diameter of carbon nanotubes 

depends on whether the carbon nanotube is a zig-zag, armchair or chiral. And the 

chiral angles again have an effect on the diameter of single-walled carbon nanotubes.  

Imtani and Jindal [159] calculated the diameter of a single-walled carbon nanotubes 

using chiral carbon nanotubes with different values of integers 𝑛 and 𝑚; the value of 

those diameters ranged from 14.4 – 14.8 Å. In our case for chiral single-walled carbon 

nanotubes, the diameter was found to be 14.9 Å which agrees with the calculated one 

[158]. The armchair structure had the diameter of 16.3 Å which agrees with the 

experimental results of 8.0-16.0 Å [165]. Although the bulk modulus for the single-

walled carbon nanotubes bundle, is not the same with the calculated individual single-

walled carbon nanotube and the experimental single-walled carbon nanotubes.  
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Figure 5. 9: Cohesive energy as a function of lattice constants for chiral cnt(12,10) carbon nanotube bundles. 
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Figure 5. 10: Cohesive energy as a function of lattice constants for armchair cnt(12,12) carbon nanotube bundles. 
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Table 5. 2: Calculated and measured lattice constant (a), bulk modulus (B0), its 
derivative (B'), minimum energy (E0), diameter (Dcnt) and minimum volume (V0) 

 

 cnt10x12(this 

work) 

cnt12x1

2(this 

work)  

Other[139,140,141, 

143] 

Exp[139,143, 

123,145, 149] 

ao (Å) 2.60 2.52 2.49 2.46 

Dcnt (Å) 14.9 16.3 14.4-14.8 8.00-16.0 

Eo (eV) -7.20 -6.30 -6.65 -7.29 

B0 (Gpa) 44.6 21.1 bundle individual 462-546 

37 230 

B’o 1.00 1.00 4.50  

Vo (Å3/atom) 

 

29.4 27.2 

 

34.9  

 

Unlike in other equilibrium properties, the bulk modulus can be affected by the surface 

area, whether the model is multi-walled or single-walled, and again if it is an individual 

or bundle of nanotubes. The derivatives of both single-walled models are the same 

which is equal to 1, but differ from the calculated one [158]. Povob et. al. [160] 

calculated the bulk modulus of a single-walled carbon nanotubes using Raman 

calculation and the value was found to be 462 to 546 GPa which shows the 

disagreement with our results. Reich et al. [133] calculated the bulk modulus of carbon 

nanotubes for individual and bundle carbon nanotubes; the two values were not 

similar. Girifalco et al. [137] calculated the bulk modulus of carbon nanotube at a 

different number of atoms and all the values were different.  

5.2.2 Thermodynamic properties of single-walled carbon nanotube 

The same optimization procedure and thermodynamic equations that were used in 

bilayer graphene (section 4.2.2) applies. Experiments by Nan et. al [195] show that 

carbon nanotubes are stable at the temperature range 300 – 875 K. In this temperature 

range the molar heat capacity of single-walled carbon nanotubes is smaller than that 
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of multi-walled carbon nanotubes. In addition, the TEM photography shows dispersed 

tubes of 200 – 400 Å in diameter [195].  

5.2.2.1 Specific heat capacity of single-walled carbon nanotubes 

The data in figure 5.11 was used to calculate the specific heat capacity of the chiral 

cnt(12,10) and armchair cnt(12,12) nanotube bundles respectively. The specific heat 

capacity calculated for both systems is 3.42 kB. This differs by 12% from the Dulong –

Petit’s law (3 kB) of solids at high temperatures, although no experimental data on this 

has been considered at high temperatures.  
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Figure 5. 11: Energy as a function of temperature for chiral cnt(12,10) and armchair cnt(12,12) 
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5.2.2.2 Coefficient of thermal expansion (CTE) of a single-walled carbon           

nanotubes  

In this case, the volume as a function of temperature relation was used (figure 5.12) 

to calculate the volumetric thermal expansion of single-walled carbon nanotubes.  

 

                                            Temperature (K)

2000 2200 2400 2600 2800 3000 3200 3400 3600

V
o

lu
m

e
 (

Å
3

/a
to

m
)

27

28

29

30

31

32

33

34

cnt(12,10)

cnt(12,12)

 

Figure 5. 12: Volume as a function of temperature for chiral cnt(12,10) and armchair cnt(12,12) 
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The volumetric thermal expansion coefficients of the armchair cnt(12,12) and chiral 

cnt(12,10) symmetries were then calculated and are shown in table 5.3. The thermal 

expansion coefficient of armchair cnt(12,12) is 18.9 x10-6 K-1 and that of chiral 

cnt(12,10) is 10.9 x 10-6 K-1. Both models have different thermal expansion coefficient 

but both of them are positive, the model with high number of atoms has the high value 

of thermal expansion coefficient and the one with less number of atoms has the 

smallest value. Jiang et al. [163] calculated the coefficient of thermal expansion of 

carbon nanotube at a low temperature using non-equilibrium Green’s function method; 

he got -9.6x10-6 K-1. Naveen [167] calculated the thermal coefficient of expansion of 

carbon nanotubes using molecular dynamics at a low temperature and got -8.88 x10-

6 K-1 and at a high temperature got 16.16 x10-6 K-1. 

Table 5.3: The specific heat capacity (Cv) and coefficient of thermal expansion (β) of 
single-walled carbon nanotube for cnt(12,10) and cnt(12,12) 

 

 Cv (K-1) β (kB) 

cnt(12,10) 10.9 x10-6 3.42 

cnt(12,12) 18.9 x10-6 3.42 

 Low 

temperature 

High 

temperature 

 

Experimental results 

[147] 

-1.50x 10-6 -  

Calculated results 

[163,167] 

-8.88 x10-6 

-9.60x10-6  

16.2 x10-6 3.00 
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5.3 Conclusion 

The armchair configuration appears to be more mechanically stable than the chiral 

configuration. The results are in agreement with the theoretical calculations and 

experimental data. This agreement shows the ability of Tersoff potential in combination 

with the molecular dynamics method, to predict the physical properties of various 

forms of carbon nanotubes. The bulk modulus of both models can be related to the 

one for the single-walled carbon nanotube bundles but differs with the calculated 

individual single-walled carbon nanotubes and the experimental one. The derivatives 

of both models are the same but differ with the calculated one. The specific heat 

capacity of single-walled armchair cnt(12,12) and chiral cnt(12,10) is the same. The 

coefficient of thermal expansion of both model are positive at a high temperature. The 

surface area does not affect the specific heat. The value of temperature and the 

surface area affect the coefficient of thermal expansion. 
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Chapter 6 

XRD and AFM studies of graphene and single-walled carbon nanotube 

6.1 Introduction 

Single walled carbon nanotubes are of good interest from the aspect of their exclusive 

electronic properties, chemical stability and important application in molecular 

electronic device as well as for probe tip in scanning probe microscopy (SPM) [186]. 

Carbon nanotubes (CNTs) based devices have been manufactured by selecting single 

tubes from any deposited CNTs consisting of many bundles [196]. On the other hand 

graphene appears to be an interesting material with promising functions. It has 

extraordinary characteristics because it is a Dirac solid, with the electron energy being 

linearly reliant on the wave vector close to the crossing points in the Brillouin zone 

[197]. In this chapter, the experimental results of graphene and single walled carbon 

nanotubes will be presented using the atomic force microscopy (AFM) and X-ray 

powder diffraction (XRD) techniques. 

6.2 Characterisation Techniques 

6.2.1 Atomic force microscopy (AFM) 

AFM is usually used to characterise inorganic, organic, and biological nanostructures. 

The factor resolution achieved by AFM is determined in large part by the size and 

shape of the imaging probe tip [168]. This technique is mostly used for assessing the 

dispersion and separation methods of nanotubes and it is also used to assess the 

condition of the samples [169].  Besides that it can determine the diameter of the tube 

and is actually useful in determining if the nanotubes are in the form of bundles or 

individuals, as well as if they are multi-walled or single-walled [170]. Atomic force 

microscopy (AFM) has become a great technique in the field of nanotechnology due 

to its exclusive strength to characterise structures in liquid, ambient, and vacuum 

environments [171]. 

The probe tip is a critical and probably limiting component of the global technology in 

AFM and other scanning probe microscopies. Ordinary micro-fabricated pyramidal 

silicon tips and oxide-sharpened silicon nitride tips usually have radii of curvature that 
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range from 50 to 150 Å, with a half cone angles of 10-35° [171]. It does not only give 

different aspects in nanoscale structures, but it can again be used as a manipulator of 

those structures.  AFM is a great microscopy apparatus because it is very cheap and 

supply a high resolution (at the atomic scale in some cases) and it is very flexible [173].  

After all, a dominant disadvantage to AFM is the length of time it takes to achieve a 

high quality image.  A scan of a sample that is 0.8 millimetres (8x106 Å) wide can take 

as long as 10 minutes, but a scan from an electron microscope takes just few seconds.  

Speedy scanning techniques have been recently in the market, so that they can be 

used to solve this disadvantage [174].  

 

Three AFM modes which are available are contact (static) mode, intermittent contact 

(semi contact or tapping) mode and non-contact mode. The latter two modes are also 

called dynamic or oscillatory [175]. In contact mode, the tip apex is exactly in contact 

with the surface and the force acting between the atoms of tip. Besides that the sample 

is counteracted by the elastic force formed by the deflected cantilever according to 

Hooke's law: 

𝐹 =  − 𝑘𝑧.                                                                                             (6.1) 

Where 𝐹 is the elastic force, 𝑘 is the proportionality constant and 𝑧 is size of 

displacement. 

The contact mode may be performed either at consistent force or consistent height. A 

new cycle in imaging was presented when microscopists introduced a system for 

carrying out the non-contact mode which is used in situations where tip contact might 

change the sample in exquisite actions [176]. In this mode the tip drift around 50-150 

Å above the sample surface. Interesting van der Waals forces acting between the tip 

and the sample are discovered and topographic images are created by scanning the 

tip above the surface [177].  

 

Tapping mode is a key advance in AFM. This important technique allows high 

resolution topographic imaging of sample surfaces that are quickly damaged, 

generally hold to their substrate or crucial to depict by other AFM techniques [178]. 

This mode overcomes issues related with friction, adhesion, electrostatic forces and 

other complications that affect ordinary AFM scanning methods by alternately putting 

the tip in contact with the surface to supply high resolution and again to lift the tip off 

the surface to dodge dragging the tip across the surface [179]. Tapping mode imaging 
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is carried out in the atmosphere by oscillating the cantilever assembly at or near the 

cantilever's resonant frequency using a piezoelectric crystal [178].  

 

Different types of solvents that can be used when characterising carbon nanotubes 

using AFM are chloroform, toluene, tetrahydrofuram, dimethylfermamide (DMF), 

ethanol and more. SiO2 substrate is mostly used when doing the measurement. In this 

chapter single-walled carbon nanotubes were characterised using Easy Scan 2Flex 

AFM. Figure 6.1 shows one example of an atomic force microscope.  

 

 

 

 

 

Figure 6. 1: Atomic force microscopy (http://en.wikipedia.org/wiki/Atomic_force_microscopy) 

 

 

 

 

http://en.wikipedia.org/wiki/Atomic_force_microscopy
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6.2.2 AFM Preparation 

The single-walled carbon nanotubes that were used in this work were bought from 

Sigma Aldrich. When preparing SWCNT for characterization, 3 mg of SWCNT was 

added in 10 ml of chloroform. On washing Si substrate, acetone was put in beaker 

with Si substrate and then ultra-sonicated for 10-15 minutes, followed by washing with 

distilled water. Isopropanol was added in the beaker together with Si substrate and 

ultra-sonicate it for 10-15 minutes.  Si substrate was then dried using nitrogen gas. 

The sample of SWCNT was ultra-sonicated for 30 minutes. Then one drop of the 

solution was added on the Si substrate and left to dry. The same method was followed 

using ethanol solvent.  

6.2.3 X-Ray Powder Diffraction (XRPD) 

X-ray powder diffraction is one of the potential techniques used by mineralogists to 

investigate the mineralogy of finer grained sediments, particularly clays [180]. It is also 

used by solid state chemists and physicists to investigate the physical and chemical 

make-up of unknown solids [181]. As a method, X-ray diffraction is interesting because 

of its fast and satisfaction performance and again because it need only a small portion 

of sample. This technique is non-destructive and can be used to carry out semi-

quantitative analyses of poly-mineralic mixtures [182]. The elemental geometry of an 

X-ray diffractometer includes a source of monochromatic radiation and an X-ray 

detector placed on the circumference of an accredited circle centred on the powder 

specimen. Divergent slits which are placed between the X-ray source and the 

specimen, and divergent slits which are placed between the specimen and the 

detector, restrict scattered (non-diffracted) radiation, lower background noise and 

compile the radiation [183]. The detector and specimen holder are mechanically 

connected with a goniometer so that a rotation of the detector through 2ө degrees 

develop  in conjunction with the rotation of the specimen through ө degrees, a constant 

2:1 ratio [182]. The data is expressed in a collection of single-phase X-ray powder 

diffraction (XRPD) patterns for the three great acute 𝐷 values in the form of tables of 

inter-planar spacing(𝐷), relative intensities(𝐼/𝐼𝑜), and materials name [184]. XRPD 

can be used to investigate crystal structures using Rietveld refinement, determine 

modal amounts of minerals (quantitative analysis), lattice parameters, calculate stress 
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and strain, determining disorder density and quality of the film by convulsing curve 

analysis [183]. Figure 6.2 shows an example of X-ray powder diffractiometer. 

 

 

 

Figure 6. 2: x-ray powder diffraction equipment                                                                                                           
http://www.grc.nasa.gov/WWW/StructuresMaterials/ASG/XRay/index.html 
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6.2.4 X-ray powder diffraction (XRPD) preparation 

Both samples of graphene and carbon nanotube were bought from a chemical 

company called Sigma-Aldrich. The samples were heated at a temperature of 300 0C 

and 600 0C for one hour each. The samples were then characterised using X-ray 

powder diffraction (XRPD) (Siemens D500). 

6.3 Results and Discussion 

In this section, the AFM and XRD characterisation results of a single-walled carbon 

nanotubes and graphene are presented and discussed.  

6.3.1 Atomic force microscope results of single-walled carbon nanotubes 

The AFM images show the bundles and individual carbon nanotubes in different 

solvents. This method of characterising carbon nanotubes gives us information about 

the width of nanotubes and approximate valuation of the bundles diameter. In the 

present work the diameter of the SWCNT was estimated from the height of SWCNT 

in AFM images because the lateral dimensions of the tubes are enhanced by the tip 

radius [186]. The diameter of single-walled carbon nanotubes (SWCNTs) represents 

a critical structural aspect as it determines many electronic and chemical properties. 

For instance, diameter determines the metallicity due to the inverse proportionality 

with the band gap [186]. Similarly, thermal properties are also dictated by the diameter 

as curvature is related with Umklapp scattering [189]. Finally, diameter determines the 

radius of curvature of the tube which affects surface functionalization [190]. Therefore, 

diameter can represent an important structural parameter of SWCNTs; however, 

precise control of the SWCNT diameter over a wide range is yet to be demonstrated. 

The diameter and the helicity of carbon atoms in the nanotube shell are believed to 

determine whether the nanotube is metallic or a semiconductor [194]. In this case the 

diameter of a SWCNT was estimated from the height of SWCNTs in AFM images.  

One drop of prepared solution was spin coated on a Si substrate. The sample was 

investigated using the AFM in a taping mode. About ten areas of 1x1 µ𝑚 were scanned 

until nanotubes were found indicating a very low convergence of tubes. It was noticed 

that some tubes are buckled and bent; this might be because of ultrasonic treatment.  
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6.3.1.1 AFM images of SWCNT using ethanol solvent 

On AFM images the width and the height of a single-walled carbon nanotubes can be 

determined by drawing a small line on the image where a smooth curved graph will be 

plotted like in figure 6.3 [186]. The graph in figure 6.3 shows the diameter of 8.5 Å 

which is represented by the height on the y axis and x-axis represents the width. Figure 

6.4 shows some nanotubes prepared using ethanol solvent. Because of the shape of 

the nanotubes that appears on our AFM images, we can assume that the nanotubes 

are perfectly cylindrical [186].  

 

 

 

Figure 6. 3: AFM image of SWCNT using conventional Si tip. [186] 
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(a)                                                                                                     (b) 

 

 

 

(c)                                                                                                                    (d) 

 

Figure 6. 4:  AFM images of SWCNT and corresponding wall diameter plots. Scan 1 corresponds to plot (b), 2 
corresponds to plot (c), and 3 corresponds to plot (d). 
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(a) 

 

 

(b) 

Figure 6. 5: AFM image of SWCNT and the corresponding wall diameter plot 

On these graphs, the width of 600 Å, 390 Å and 550 Å are determined for figure 6.4 b, 

c and d respectively with the diameters of 119 Å, 15.3 Å and 57.7 Å for figure 6.4 b, c 

and d respectively. Figure 6.5 shows another nanotube in our sample. It has a 

diameter of 75.4 Å with a width of 512 Å.  An individual carbon nanotube has a diameter 

of 6.0-20.0 Å [188]. In this case one carbon nanotube has the diameter of 15.3 Å which 

falls under the range of diameter of single-walled carbon nanotubes. Some of the 

images might be the bundles of single-walled carbon nanotubes because of their 

diameter. The bundles of single-walled carbon nanotubes can have the diameter of up 

to 70.0 Å [156,168].  Wade at al. [187] managed to get the diameter of single-walled 
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carbon nanotubes that range from 42 to 65 Å, which shows that some of our diameters 

agree with his results. The bundles might be caused by sonication time. 

6.3.1.2 AFM images using chloroform as a solvent 

 Figures 6.6 and 6.7 show AFM images of SWCNT prepared using chloroform as a 

solvent. In the first image figure 6.6, one can only see the bundles of carbon 

nanotubes. And in figure 6.7, the graph shows that a single tube was not found but 

only the bundles that might have many tubes. Chloroform solvent did not give us good 

results. It was not easy to determine the length and the diameter in these two images.                                      

 

 

Figure 6. 6:  AFM image of SWCNT 
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(a) 

 

 

(b) 

Figure 6. 7: AFM image of SWCNT and the corresponding wall diameter plot 
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6.3.2 XRD results of graphene  

Figures 6.8 - 6.10 were used as references to find the planes of the peaks that appear 

in figure 6.11. Peaks around 26.40 and 43.10, correspond to the {002} and {100} 

diffractions of graphite, respectively [191]. 

 

Figure 6. 8: XRD patterns of graphite, GO, HRGN-80, HRGN-150and HRGN-200 [191] 
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Figure 6. 9: XRD patterns of graphite at different temperatures [193] 
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Figure 6. 10:  XRD patterns of (a) graphite flakes (GF), and ((b)–(f)) the detonation carbon graphene nanosheets 
(GNs) [191] 
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                                   Figure 6. 11: XRDs of graphene Cu Kα 
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For as prepared sample, three peaks appearing at 26.40, 38.40 and 44.7° are 

observed. For 300 0C, the peaks are observed at 26.50, 38.40 and 44.70 and for 600 

0C at 26.60, 42.30 and 55.20. As the temperature increases, the height of the peak of 

002 increases and becomes sharp whereas the width decreases. For simplicity and 

clarity, the first peak is (002) because is similar with the one from graphite. In all the 

three samples, two peaks were used to calculate the lattice constants. For as prepared 

sample, 002 at 26.40 (d=3.370 Å) and 100 at 44.70 (d=2.026 Å), 300 0C 002 at 26.50 

(d=3.359 Å) and 100 at 44.70 (d=2.026 Å) and 600 0C 002 at 26.60 (d=3.351 Å) and 

100 at 42.30 (d=2.135 Å) were used to calculate the lattice constants and d spacing. 

The lattice constant (a) of as-prepared and 3000C are the same with the value of 2.339 

Å, which differs with the one from the literature by 9.0 %. For 600 0C, the lattice 

constant (𝑎) is equal to 2.452 Å which differs with the one from the literature by 0.3%. 

The lattice constant (𝑐) for as-prepared sample differs with the one from the literature 

by 1.0 %, 300 0C differs by 1.0 % and 600 0C differs by 1.5%.  The percentage 

difference shows that the results of the lattice constants are in agreement with the one 

from the literature [13,180-182]. Table 6.1 shows the results of lattice constants for 

graphene.  

Table 6.1: XRD results of graphene 

 

 

 

 

 

 

 

 

 

 

6.3.3 XRD results of single-walled carbon nanotubes 

 

Because of the first peak that appears at 002, the structure of these single-walled 

carbon nanotubes is perfectly hexagonal. The same equation that was used to 

calculate the lattice constants of graphene is used to calculate the lattice constants of 

Temperature Lattice constants (Å) Literature (Å) [13] 

 𝑎 𝑏 𝑐 𝑎 𝑐 

As prepared 2.34 2.34 6.74 2.46 6.80 

3000C 2.34 2.34 6.72   

6000C 2.45 2.45 6.70   
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single-walled carbon nanotubes.  Figure 6.12 was used to calculate the results that 

are tabulated in table 6.2. The d spacing for the peaks in this study ranges from 3.35 

to 3.36 Å, which agrees well with the theoretical value of 3.42 Å in a carbon nanotube 

crystal predicted by Tersoff et al [194] based on van de Waals interaction. It is close 

to the experimental average value of 3.44 Å in the C60 crystal [194]. The lattice 

constants and d-spacing were calculated using the same equations that were used in 

graphene’s calculation, because the structure of single-walled carbon nanotubes that 

was used here is hexagonal like graphene. For as prepared sample, the peaks are at 

26.4o, 38.5o and 44.5o whereas for 300 oC, peaks are at 26.50, 38.40 and 44.50 and for 

600 0C, peaks are at 26.6o, 42.4o and 54.7o. To calculate the lattice constants, two 

peaks were used in each sample. For as prepared sample the peaks that were used 

are 26.40 (d=3.37 Å) and 44.5o (d=2.03 Å), for 300 0C are 26.5o (d=3.36 Å) and 44.50 

(2.03 Å) and for 600 oC are 26.6o (d=3.35 Å) and 42.4o (d=2.24 Å). The lattice 

constants (𝑎) for as-prepared and 300 oC sample are the same which differs with the 

one from the literature by 4.62%. The lattice constant (𝑎) for 600 0C differs with the 

one from the literature by 0.2%. As prepared sample’s lattice constant (𝑐) differs with 

the one from the literature by 0.9%, for 300 0C differs by 1.2% and 600 oC differs by 

1.3%. The percentage difference shows that the lattice constants are in agreement 

with the one from the literature [191]. 
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                       Figure 6. 12: XRDs of single-walled carbon nanotubes Cu Kα 

 

Table 6. 2: XRD results of single-walled carbon nanotubes 
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Temperature Lattice constants (Å) Literature (Å) [13] 

 𝑎 𝑏 𝑐 𝑎 𝑐 

As prepared 2.35 2.35 6.74 2.46 6.80 

3000C 2.35 2.35 6.72   

6000C 2.47 2.47 6.71   
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6.3 Conclusion 

The AFM result for ethanol solvent appears to show some convincing carbon 

nanotubes images. Those carbon nanotubes have different diameters and lengths. 

But the one for chloroform solvent, no visible carbon nanotubes imaging was 

observed. In the present work it shows that ethanol is the best solvent than chloroform. 

The diameter of SWNCT as calculated in chapter 5 ranges from 14.93 -16.27 Å. The 

experimental value of the diameter of SWCNT as presented in this chapter is 15.3 Å. 

This shows the agreement between the computational and experimental method. The 

XRD results of graphene and single-walled carbon nanotubes are similar. The lattice 

constants of both samples increase slightly when increasing the temperature. The 

lattice constants of graphene and SWCNT obtained experimentally in this chapter 

agree with the calculated one in chapter 4 and 5 which are for graphene and SWCNT 

respectively. This shows that both the computational and experimental approaches 

can be used to calculate the lattice constants of nano materials. 
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