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Abstract

Functional Itô calculus is based on an extension of the classical Itô calculus to functionals depend-
ing on the entire past evolution of the underlying paths and not only on its current value. The
calculus builds on Föllmer’s deterministic proof of the Itô formula Föllmer (1981) and a notion
of pathwise functional derivative recently proposed by Dupire (2019). There are no smoothness
assumptions required on the functionals, however, they are required to possess certain direc-
tional derivatives which may be computed pathwise, see Cont and Fournié (2013); Schied and
Voloshchenko (2016a); Cont (2012).

In this project we revise the functional Itô calculus together with the notion of quadratic variation.
We compute the pathwise change of variable formula utilizing the functional Itô calculus and the
quadratic variation notion. We study the martingale representation for the case of weak deriva-
tives, we allow the vertical operator, ∇X , to operate on continuous functionals on the space of
square-integrable Ft-martingales with zero initial value. We approximate the hedging strategy,
H, for the case of path-dependent functionals, with Lipschitz continuous coefficients. We study
some hedging strategies on the class of discounted market models satisfying the quadratic varia-
tion and the non-degeneracy properties. In the classical case of the Black-Scholes, Greeks are an
important part of risk-management so we compute Greeks of the price given by path-dependent
functionals. Lastly we show that they relate to the classical case in the form of examples.

Keywords: stochastic calculus; functional calculus; horizontal derivative; vertical derivative;
martingale representation; Euler approximation; path-dependence; Greeks.
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Chapter 1
Introduction

Many problems in stochastic analysis and its applications to mathematical finance involves the
study of path-dependent functionals of stochastic processes. It is common practice that portfolios
are constructed from the entire past data, not just from the current market price or capitalisations.
Therefore it is natural to ask whether there is a possibility to develop a calculus for portfolios
that are generated by functionals of the entire past evolution of the market portfolio and other
factors.

In his paper, using the concept of quadratic variation along a sequence of partitions, Föllmer
(1981) provided a pathwise proof of the Itô formula. This result finds too much attention in
the pathwise approach to stochastic analysis, and it is flexible enough to be extended to path-
dependent functionals. In this regard, Föllmer’s ideas gave birth to the works of Dupire (2019);
Cont and Fournié (2010, 2013), who introduced a new type of stochastic calculus known as
functional Itô calculus. Its basis are on the extension of the classical Itô formula to functionals
depending on the entire past evolution of the underlying path, and not only its current value. While
Dupire (2019) uses probabilistic arguments and Itô calculus on the representation, one can in fact
do entirely without such arguments and derive results in a purely analytic framework without any
reference to probability. This leads to the pathwise functional Itô calculus for non-anticipative
functionals, which identifies the set of paths (cádlág) to which the calculus is applicable.

The representation of martingales as stochastic integrals Protter (2004) is an important result in
stochastic analysis with many applications in mathematical finance. One of the challenges in this
regard has been to obtain an explicit version of such representations. In this study we develop
the functional Itô calculus, this calculus can be used to study portfolios that are generated by
functionals of the entire past evolution of the market and also other factors.

We also derive approximations to the martingale representation formulae using pathwise functional
Itô calculus. In order to make precise our goal, we introduce some mathematical notations.

Let W be a standard d-dimensional Brownian motion defined on a probability space (Ω,F ,P)
and (Ft)t∈[0,T ] is its natural filtration. Then for any square-integrable Ft-measurable random
variable H, there exists a unique Ft-predictable process φ with E[

∫ T
0 (φ(u))t(φ(u))du] <∞ such

that
H = Y (T ) = E[H] +

∫ T

0
φdW. (1.0.1)

In many applications such as mathematical finance, one is interested in an explicit expression
for φ which represents a hedging strategy. Expression for the integrand φ have been derived
using a variety of methods and assumptions, using Markovian techniques, see Davis (1980),
integration by parts, see Chen and Glasserman (2007), or Malliavin calculus, see Fournié et al.
(1999). Some of these methods are limited to the case where Y is a Markov process, others
requiring differentiability of H in Fretchet or Malliavin sense or an explicit form for the density. A
systematic approach to obtaining martingale representation formula has been proposed in Cont
and Fournié (2013) using the functional Itô calculus, see also Cont and Fournie (2010); Cont
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(2012); Dupire (2019). It was shown in Cont and Fournié (2013) that for any square-integrable
(Ft)-martingale Y ;

Y (t) = Y (0) +
∫ t

0
∇XY dW, P− a.s. (1.0.2)

where ∇XY is the weak vertical derivative(to be defined later) of Y with respect to W , con-
structed as an L2- limit of pathwise directional derivatives. The approach does not rely on any
Markov property nor on the Gaussian structure of the Wiener space and is applicable to functionals
of large class of Itô processes. This study builds on this approach to propose a general framework
for computing explicit expression for the hedging strategy in a general setting in which H is al-
lowed to be a functional of the solution of a stochastic differential equation with path-dependent
coefficients:

dX(t) = b(t,Xt)dt+ σ(t,Xt)dWt, X(0) = x0 ∈ Rd (1.0.3)

where Xt = X(t ∧ ·) denotes the path stopped at t and b : [0, T ] × D([0, T ],Rd) → Rd,
σ : [0, T ]×D([0, T ],Rd)→Md(R) are continuous non-anticipative functionals.

It is very difficult to predict the price of an option or a position involving multiple options as the
market changes. This is due to the fact that the price does not always move in correspondence
to the price of the underlying asset. There are other factors that contributes to the price of an
option, and it is of high interest that we understand these factors and their effects. Now, the
Greeks provides means of measuring the sensitivity of an option price by quantifying the factors.
They are referred to as the Greeks because most of them are denoted by Greek letters, such
as the delta, gamma, etc. However, some are not denoted by Greek letters, e.g. vega. In risk
management the Greeks are vital tools in measuring the sensitivity of the value of the portfolio
relative to a small change in an underlying parameter.

The computation of Greeks (Sensitivities of the price due to the underlying assets) is one of the
most common applications in mathematical finances. Jazaerli and Saporito (2017), considered
the functional Lie bracket to be the measure of path-dependence. In the Malliavin set up, the
consideration of more general dynamics of a path-dependent volatility were not achieved. The
functional Itô calculus and the measure of path-dependence proves to be crucial and able in
achieving this and ultimately obtaining the Greeks.

Greeks are very important to derivatives traders who look to hedge their portfolios from adverse
market conditions changes. We are going to dwell on the first-order derivatives, delta and vega.
We will also look at the second-order derivative, gamma. We only concentrate on volatility
models and we also give their Black-Scholes counterparts as examples.

1.1 Literature review

Itô stochastic calculus has proven to be a powerful and useful tool in the analysis of phenomenon
involving random, irregular evolution in time Alos et al. (2001); Applebaum (2009). The central
tool used is the Itô formula. The formula allows one to represent quantities in terms of stochastic
integrals. We note that in many applications such as statistics of processes, physics or in mathe-
matical finance, one is led to consider path-dependent functionals of stochastic processes. There
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has been a huge interest to extend the framework of stochastic calculus to such path-dependent
functionals.

The Malliavin calculus, which is a weak differential calculus for functionals on the Wiener space,
has been used to investigate various properties of Brownian functionals with path-dependent
instruments. The Malliavin calculus naturally leads to representations of functionals in terms of
anticipative processes Bally (2003); Watanabe et al. (1984). However, the Malliavin derivatives
involve perturbations affecting the whole path (both past and future) of the process. This notion
of perturbation is not readily interpretable in applications where the quantities are required to be
non-anticipative.

Inspired by methods used by practitioners for the sensitivity analysis of path-dependent derivatives
Dupire (2019) introduced a new notion of functional derivatives and used it to extend the Itô
formula to the path-dependence case. Following Dupire’s work, Cont and Fournié (2010, 2013);
Cont and Fournie (2010) developed a rigorous mathematical framework for a path-dependent
extension of the Itô calculus, the functional Itô calculus. The authors proved the pathwise nature
of some of the results obtained in the probabilistic framework.

Schied and Voloshchenko (2016a) used the functional Itô calculus to establish the associativity
property of pathwise Itô integral in a functional setting for continuous integrators. In addition,
the authors derived the existence and uniqueness results for the Itô differential equations. Schied
et al. (2016) used the same calculus to prove a pathwise version of the master formula in Fernholz’
stochastic theory for non-anticipative functions. This is the portfolio-generating function which
depends on the entire history of the asset trajectories and additional continuous trajectory of
bounded variation.

The pathwise functional Itô calculus has only been particularly popular in Mathematical Finance
and economics recently Bender et al. (2008); Davis et al. (2014); Schied and Voloshchenko
(2016b). This is due to the fact that the results derived with the help of the pathwise functional
Itô calculus are robust with respect to model risk that might stem from a misspecification of
probabilistic dynamics. The calculus has also been used to obtain representation of martingales as
stochastic integrals Cont and Fournié (2013); Cont and Lu (2016). The martingale representation
formula allows an integration by parts formula for Itô stochastic integrals which in turn enables
the definition of a weak functional derivative for a class of square-integrable functions.

In the context of Cont and Fournié (2013), the present study focuses on pathwise functional Itô
calculus. Specifically, we will develop the calculus and explore its applications to mathematical
finance. The calculus will be used to derive explicit martingale representations which are useful
in obtaining hedging strategies.

Jazaerli and Saporito (2017) uses this calculus to introduce a measure of path-dependence of
functionals within the functional Itô calculus framework, and they are exposed to an alternative
approach to computation of Greeks (Sensitivity of the price due to the underlying assets) than
the classical way, which may include the Malliavin calculus, this is a calculus that looks ahead,
we may view it more like an anticipative functional.
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1.2 Structure of the thesis

We study the extension of Itô calculus to a path-dependent functional setting, which is more like
a calculus that uses past data to decide the present(non-anticipative) unlike the other settings
like Malliavin calculus, which looks into the future, by means of perturbing the path at both past
and future(anticipative).

In the introduction, we introduced our problem and how we propose to deal with it. We also look
at the literature. Lastly, we provide the structure of the thesis.

In Chapter 2, we study the pathwise calculus for non-anticipative functionals, this is based on
Föllmer’s approach to the Itô calculus. We give the basic concepts and some preliminary defi-
nitions and results, which enables us to understand the calculus better. The cornerstone of this
calculus comes in the form of the Dupire derivative, also known as the vertical derivative. This
derivative is on the space of right-continuous paths with left limits, i.e. cádlág paths. We establish
the fact that the horizontal and vertical derivative do not commute, and we define the functional
Lie bracket, a result that is useful for this study, which plays a crucial role in the derivation of
Greeks.

In Chapter 3, we establish the finite quadratic variation along a sequence of partitions for paths
in the space of right-continuous paths with left limits(cádlág). We use the pathwise calculus and
the notion of finite quadratic variation to derive the change of variable formula for functionals of
continuous paths. We then establish that the representation is not unique, in fact, the definition
of the vertical derivative ∇ωF which involves evaluating the functional F on cádlág paths, seems
to be dependent on the choice of the representation of our functional.

In Chapter 4, we then extend the Dupire derivative ∇ω to the space of square-integrable mar-
tingales, we obtain a weaker version of the Dupire derivative, ∇X . This allows us to extend the
pathwise functional Itô calculus to a weak calculus for non-anticipative functionals whose domain
of applicability involves all square-integrable semimartingales adapted to the filtration generated
by X. We then establish the martingale representation formula for predictable processes. We
also establish an important result, the integration by parts formula, which is a useful result in
later chapters. We consider the class of discounted market models satisfying the quadratic varia-
tion and the non-degeneracy properties and some examples of finding hedges for path-dependent
options are presented. We then study the approximation of some hedging strategies using the
Euler approximation.

In Chapter 5, we start by looking at stochastic differential equations (SDEs) with coefficients that
are path-dependent, establish conditions at which strong solutions exists. We then compute the
Greeks (sensitivity of the price of derivatives such as options to a change in underlying parameters
on which the value of an instrument or portfolio of financial instruments is dependent) in the
setting of pathwise functional Itô calculus, inspired by Jazaerli and Saporito (2017). We also look
at their Black-Scholes counterparts in the form of examples.

In the last chapter, we discuss shortfalls and strengths of this calculus, and also future works that
may span from this study.



Chapter 2
Preliminaries and Concepts

In this chapter, we provide definitions and basic concepts that forms the basis of the details of
this thesis. We also outline the notations used.

2.1 Notations

We adopt the notation in Cont (2012); Cont and Lu (2016). Let T > 0. We denote by
C0([0, T ],Rd) the space of continuous functions on [0, T ] with values in Rd and we denote by
D([0, T ],Rd) the space of functions defined on [0, T ] with values in Rd which are right-continuous
with left limits (cádlág). Let Cx0 = {X ∈ C0([0, T ],Rd) | X(0) = x0} be a space of continuous
martingales starting at x0. We denote by S+

d the set of positive symmetric d × d real-valued
matrices and denote by Md(R) = Md,d(R) the set of all d × d matrices with real coefficients.
For a path ω ∈ D([0, T ],Rd) and t ∈ [0, T ], we denote by:

• ω(t) the value ω at time t,

• ω(t−) = lims→t,s<t ω(s) its left limit at t,

• ωt = ω(t ∧ ·) the path of ω stopped at t,

• ωt− = ω1[0,t) + ω(t−)1[t,T ],

• ‖ω‖∞ = sup{|ω(t)|, t ∈ [0, T ]} the supremum norm.

We note that ωt, ωt− ∈ D([0, T ],Rd). For a cádlág stochastic process X, similarly, we denote
by

• X(t) its value,

• Xt = (X(u ∧ t), 0 ≤ u ≤ T ) the process stopped at t,

• Xt−(u) = X(u)1[0,t)(u) +X(t−)1[t,T ](u).

5
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Table 2.1: Some notations and their descriptions.

Notation Description

T > 0 The Maturity time.
C0([0, T ],Rd) The space of continuous functions.
D([0, T ],Rd) The space of cádlág functions.

ΛT The space of stopped paths.
WT The space of continuous stopped paths.
V (ΛT ) The space of vertical 1−forms integrands.
S(ΛT ) The space of simple predictable cylindrical functionals.
L2 The space of square-integrable functionals.

M2(X) The space of square-integrable Ft−martingales.
L2 The Hilbert space of Ft−predictable processes.
Cx0 The space of continuous martingales starting at x0.
Mσ The class of discounted market models satisfying the quadratic

variation and the non-degeneracy properties.
D(X) The space of square-integrable stochastic integrals with respect to X

which are Ft−adapted processes which admits a C1,2−representation.
ωt = ω(t ∧ ·) The path stopped at t.

Xt = (X(u ∧ t), 0 ≤ u ≤ T ) The process stopped at t.
S+
d The set of positive symmetric d× d matrices.

Md(R) The set of d× d matrices.
B The set of boundedness-preserving functionals.

C0,0
l The set of left-continuous non-anticipative functionals.

C0,0
r The set of right-continuous non-anticipative functionals.

C0,0 The set of continuous non-anticipative functionals.
C1,k
b The set of horizontal and up to kth vertical derivatives are

boundedness-preserving.
Qπ([0, T ],Rd) The set of Rd−valued cádlág paths with finite quadratic variation.
BV ([0, T ]) The set of functions with bounded variation over the interval [0, T ].
Cσ,x0 The set of positive valued functions starting at x0.
d∞ The distance structure on the space of stopped paths.
LF The functional Lie bracket of F .
πn The partition of the interval [0, T ] into small equal intervals.
|πn| The mesh size of the partition πn
[x] The quadratic variation of x along a sequence of partitions.

〈A,B〉 = tr (tA ·B) The Hilbert-Schmidt scalar product of two real d× d matrices.
∇X Weak vertical derivative.
τ Stopping time.

σ(Xt) Volatility.
‖·‖∞ Supremum norm.
ODE Ordinary Differential Equation.
PDE Partial Differential Equation.
SDE Stochastic Differential Equation.
LHS Left hand side.
RHS Right hand side.
:= LHS is by definition equal to RHS.
=: RHS is by definition equal to LHS.
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2.2 Basic concepts and results

We now state some basic concepts and results, following Cont (2012). Let X be the canonical
process on Ω = D([0, T ],Rd), and (F0

t )t∈[0,T ] be the filtration generated by X. We focus on
non-anticipative functionals, that is, F : [0, T ]×D([0, T ],Rd)→ R such that

∀ω ∈ Ω, F (t, ω) = F (t, ωt). (2.2.1)

The process t 7→ F (t, ωt) then only depends on the path ω up to time t and is (F0
t )-adapted.

We notice in Cont (2012) that it is convenient to define such functionals on the space of stopped
paths. A stopped path is an equivalence class in [0, T ]×D([0, T ],Rd) for the following equivalence
relation:

(t, ω) ∼ (t′, ω′)⇔ (t = t′ and ωt = ω′t′). (2.2.2)
The space of stopped paths is defined as the quotient of [0, T ]×D([0, T ],Rd) by the equivalence
relation (2.2.2); that is,

ΛT := {(t, ωt), (t, ω) ∈ [0, T ]×D([0, T ],Rd)} = [0, T ]×D([0, T ],Rd)/ ∼ .

We denote by WT the subset of ΛT consisting of continuous stopped paths, that is,

WT := {(t, ω) ∈ ΛT , ω ∈ C0([0, T ],Rd)}.

We equip ΛT with a metric space structure by defining the distance,

d∞((t, ω), (t′, ω′)) = sup
u∈[0,T ]

|ω(u ∧ t)− ω′(u ∧ t′)|+ |t− t′| = ‖ωt − ω′t′‖∞ + |t− t′|. (2.2.3)

(ΛT , d∞) is then a complete metric space. It is noted that any functional verifying the non-
anticipative condition (2.2.1) can be equivalently be viewed as a functional on the space ΛT of
stopped paths.

Definition 2.2.1. A non-anticipative functional on D([0, T ],Rd) is a measurable map F :
(ΛT , d∞)→ R on the space (ΛT , d∞) of stopped paths.

Definition 2.2.2. (Predictable functionals) A non-anticipative functional F : (ΛT , d∞) → R is
called predictable if

∀(t, ω) ∈ ΛT , F (t, ω) = F (t, ωt−). (2.2.4)

Now that we have equipped the space of stopped paths with the metric d∞, we now can define
some notions of continuity for non-anticipative functionals, see Cont and Fournié (2010); Cont
(2012); Cont and Lu (2016).

Definition 2.2.3. A non-anticipative functional F is said to be :

1. continuous at fixed times if for any t ∈ [0, T ], F (t, ·) : D([0, T ], ‖·‖∞)→ R is continuous,
i.e. ∀ω ∈ D([0, T ],Rd), ∀ε > 0, ∃η > 0, ∀ω′ ∈ D([0, T ],Rd),

‖ωt − ω′t‖∞ < η ⇒ |F (t, ω)− F (t, ω′)| < ε,
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2. continuous if ∀(t, ω) ∈ ΛT , ∀ε > 0, ∃η > 0 such that ∀(t′, ω′) ∈ ΛT ,

d∞((t, ω), (t′, ω′)) < η ⇒ |F (t, ω)− F (t′, ω′)| < ε,

3. left-continuous if ∀(t, ω) ∈ ΛT , ∀ε > 0, ∃η > 0 such that ∀(t′, ω′) ∈ ΛT ,

(t′ < t and d∞((t, ω), (t′, ω′)) < η) ⇒ |F (t, ω)− F (t′, ω′)| < ε,

4. right-continuous if ∀(t, ω) ∈ ΛT , ∀ε > 0, ∃η > 0 such that ∀(t′, ω′) ∈ ΛT ,

(t < t′ and d∞((t, ω), (t′, ω′)) < η) ⇒ |F (t, ω)− F (t′, ω′)| < ε.

Remark 2.2.4. The set of left-continuous non-anticipative functionals is denoted by C0,0
l (ΛT ).

Similarly, the set of right-continuous non-anticipative functionals is denoted by C0,0
r (ΛT ). We

denote by C0,0(ΛT ) = C0,0
l (ΛT ) ∩ C0,0

r (ΛT ) the set of continuous non-anticipative functionals.

The following definition gives the notion of local boundedness for non-anticipative functionals
Ananova and Cont (2017); Cont and Fournié (2010); Cont (2012); Cont and Lu (2016); Lindensjö
(2016).

Definition 2.2.5. A non-anticipative functional F is said to be boundedness-preserving if for
every compact subset K of Rd, ∀t0 ∈ [0, T ], ∃C(K, t0) > 0 such that

∀t ∈ [0, t0], ∀(t, ω) ∈ ΛT , ω([0, t]) ⊂ K ⇒ |F (t, ω)| < C(K, t0). (2.2.5)

We denote by B(ΛT ) the set of boundedness-preserving functionals

Now follows some useful pathwise regularities Cont and Fournié (2010):

Lemma 2.2.6. (Pathwise regularity).

1. If F ∈ C0,0
l (ΛT ) then for any ω ∈ D([0, T ],Rd), the path t 7→ F (t, ωt−) is left-continuous.

2. If F ∈ C0,0
r (ΛT ) then for any ω ∈ D([0, T ],Rd), the path t 7→ F (t, ωt) is right-continuous.

3. If F ∈ C0,0(ΛT ) then for any ω ∈ D([0, T ],Rd), the path t 7→ F (t, ωt) is cádlág and
continuous at all points where ω is continuous.

4. If F ∈ B(ΛT ) then for any ω ∈ D([0, T ],Rd), the path t 7→ F (t, ωt) is bounded.

Proof. 1. Suppose that F ∈ C0,0
l (ΛT ) and t ∈ [0, T ). For h > 0 small enough,

d∞((t− h, ωt−h), (t, ωt−)) = d∞((t′, ωt′), (t, ωt−))

where t′ = t− h. Now,

d∞((t′, ωt′), (t, ωt−)) = ‖ωt′ − ωt−‖∞ + |t′ − t|.

Since ω is cádlág, this quantity converges to 0 as t→ t′+, so

F (t′, ωt′)− F (t, ωt−)→ 0.

Hence t 7→ F (t, ωt−) is left-continuous.
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2. Suppose that F ∈ C0,0
r (ΛT ) and t ∈ [0, T ). For h > 0 small enough,

d∞((t+ h, ωt+h), (t, ωt)) = d∞((t′, ωt′), (t, ωt))

where t′ = t+ h. Now,

d∞((t′, ωt′), (t, ωt)) = ‖ωt′ − ωt‖∞ + |t′ − t|.

Since ω is cádlág, this quantity converges to 0 as t′ → t+, so

F (t′, ωt′)− F (t, ωt)→ 0.

Hence t 7→ F (t, ωt) is right-continuous.

3. Suppose that F ∈ C0,0(ΛT ) and t ∈ (0, T ]. We denote by ∆ω(t) the jump of ω at t. Then

d∞((t− h, ωt−h), (t, ω−∆ω(t)
t )) = d∞((t′, ωt′), (t, ω−∆ω(t)

t ))

where t′ = t− h. Now,

d∞((t′, ωt′), (t, ω−∆ω(t)
t )) = sup

u∈[t′,t)
|ω(u ∧ t′)− ω(u ∧ t) + ∆ω(t)1[t′,t)|+ |t′ − t|.

Since ω has left limit, this quantity converges to 0 as t → t′+. Hence the path has left
limit F (t, ω−∆ω(t)

t ) at t. Similarly, it has right limit F (t, ωt).

4. If F ∈ B(ΛT ) then by definition, for t ∈ [0, T ] and ω ∈ D([0, T ],Rd), |F (t, ωt)| < C(K, t)
for some constant C. Hence, F is bounded.

2.3 Horizontal and vertical derivatives

We now recall some notions of differentiability for non-anticipative functionals following Cont and
Fournié (2010); Cont (2012); Cont and Fournié (2013); Cont and Lu (2016); Dupire (2019). We
first consider the case of a non-anticipative functional F which is applied to a piecewise constant
path

ω =
n∑
k=1

xk1[tk, tk+1) ∈ D([0, T ],Rd).

The piecewise-constant path ω is obtained by a finite sequence of operations consisting of

1. “horizontal stretching" of a path from tk to tk+1 followed by

2. the addition of a jump at each discontinuity point.

In respect of the stopped path (t, ω), these two operations correspond to, respectively,

1. incrementing the first component:

(tk, ωtk)→ (tk+1, ωtk)
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2. shifting the path by (xk+1 − xk)1[tk+1,T ]:

ωtk+1 = ωtk + (xk+1 − xk)1[tk+1,T ].

We note that the variation of a non-anticipative functional along ω can also be decomposed into
the corresponding “horizontal" and “vertical" increments:

F (tk+1, ωtk+1)− F (tk, ωtk) = F (tk+1, ωtk+1)− F (tk+1, ωtk)︸ ︷︷ ︸
vertical increment

+
horizontal increment︷ ︸︸ ︷

F (tk+1, ωtk)− F (tk, ωtk) .

Therefore, if one control the behaviour of F under these two types of path perturbations, then
one can compute the variation of F along any piecewise-constant path ω.

We now recall the notion of horizontal extensions, consider a path ω ∈ D([0, T ],Rd) and denote
by ωt ∈ D([0, T ],Rd) its restriction to [0, t] for t < T . For h ≥ 0, the horizontal extension of a
stopped path (t, ωt) to [0, t+ h] is the stopped path (t+ h, ωt).

Definition 2.3.1. (Horizontal derivative). Cont and Fournié (2010) A non-anticipative functional
F : ΛT → R is said to be horizontally differentiable at (t, ω) ∈ ΛT if the limit

lim
h→0+

F (t+ h, ωt)− F (t, ωt)
h

=: DF (t, ω) (2.3.1)

exists. If DF (t, ω) exists for all (t, ω) ∈ ΛT , then Equation (2.3.1) defines a non-anticipative
function DF , called the horizontal derivative of F at (t, ω).

Consider e ∈ Rd and ω ∈ D([0, T ],Rd), we define the vertical perturbation ωet of ωt as a cádlág
path obtained by shifting the path ω by e at time t,

ωet = ωt + e1[t,T ]

where 1[t,T ] is the indicator function.

Definition 2.3.2. (Vertical derivative). Dupire (2019) The vertical derivative of a non-anticipative
functional F is defined as

∇ωF (t, ω) = (∂iF (t, ω), i = 1, . . . , d)

with
∂iF (t, ω) = lim

h→0

F (t, ωt + hei1[t,T ])− F (t, ωt)
h

,

where {ei, i = 1, . . . , d} is the canonical basis of Rd.

Remark 2.3.3. The first term in the numerator in Equation (2.3.1) depends on ωt = ω(t∧·) not
ωt+h. If F is horizontally differentiable at all (t, ω) ∈ ΛT then the map DF : (t, ω)→ DF (t, ω)
defines a non-anticipative functional which is F0

t −measurable.



Section 2.3. Horizontal and vertical derivatives Page 11

Remark 2.3.4. ∂iF (t, ω) is simply the directional derivative of F (t, ω) in the direction 1[t,T ]ei.
We also note that this involves examining cádlág perturbations of the path ω, even if ω is
continuous. In addition, it is computed for t fixed and involves perturbing the endpoint of the
path at t.

Remark 2.3.5. We note that DF (t, ω) is not the usual partial derivative in t, that is,

DF (t, ω) 6= ∂tF (t, ω) = lim
h→0

F (t+ h, ω)− F (t, ω)
h

.

∂tF (t, ω) corresponds to a Lagrangian derivative which follows the increment of F along the path
from t to t+ h, whereas in Equation (2.3.1) the path is stopped at t and the increment is taken
along the stopped path.

Remark 2.3.6. The Malliavin derivative applies shocks at any point of a full path. However, the
non-anticipative functional derivatives (horizontal and vertical derivatives), for a given current
path Xt ∈ ΛT , our derivatives correspond to changes in the current value of the process and in
the current time. This is different to the Malliavin derivative case.

Remark 2.3.7. The increment in the vertical derivative definition can be either positive or
negative, whereas the increment in the horizontal derivative is only positive. Therefore, it is a
right-derivative.

Example 2.3.8. If F (t,Xt) = g(t, xt), then

∇ωF = ∂g

∂x
and DF = ∂g

∂t
.

The horizontal and vertical satisfy the classical properties for derivatives: linearity, product and
chain rule.

Remark 2.3.9. Let f be a real-valued function with f ∈ C1,1([0, T ],Rd) and F (t, ω) =
f(t, ω(t)), then the horizontal and vertical derivatives reduce to the standard partial derivatives:

DF (t, ωt) = ∂tf(t, ω(t)), ∇ωF (t, ωt) = ∇ωf(t, ω(t)).

The horizontal derivative is an extension of the notion of partial derivative in time for non-
anticipative functionals:

Example 2.3.10. Define
F (t, ω) =

∫ t

0
g(ω(u))ρ(u)du, (2.3.2)

where g ∈ C0(Rd) and ρ : R+ → R are bounded and measurable. Then F ∈ C1,∞
b (ΛT ), with

DF (t, ω) = g(ω(t))ρ(t) and ∇ωF (t, ω) = 0.

Example 2.3.11. For g ∈ C0(Rm×d), h ∈ Ck(Rd) with h(0) = 0, let

F (t, ω) = h(ω(t)− ω(tm−))1t≥tmg(ω(t1−), ω(t2−), . . . , ω(tm−)). (2.3.3)
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Then

F ∈ C1,k
b (ΛT ) and DF (t, ω) = 0,

and ∀j = 1, 2, . . . , k

∇j
ωF (t, ω) = ∇j

ωh(ω(t)− ω(tm−))1t≥tmg(ω(t1−), ω(t2−), . . . , ω(tm−)).

If F admits a vertical derivative ∇ωF we may iterate the vertical derivative operation described
above and define higher order vertical derivatives. One may repeat the operation on ∇ωF
and define ∇k

ω, for k = 2, 3, . . .. For example, ∇2
ω is the gradient at 0 of the map e ∈ Rd 7→

∇ωF (t, ω+e1[t,T ]), provided it exists. We now define a special case of non-anticipative functionals
which possess some already defined properties Cont (2012):

Definition 2.3.12. (Class of C1,2
b functionals). Define C1,2

b (ΛT ) as the set of left-continuous
functionals F ∈ C0,0

l (ΛT ) such that

1. F admits a horizontal derivativeDF (t, ω) for all (t, ω) ∈ ΛT andDF (t, ·) : (D([0, T ],Rd), ‖·‖∞)→
R is continuous for each t ∈ [0, T ).

2. ∇ωF, ∇2
ωF ∈ C0,0

l (ΛT ).

3. DF, ∇ωF, ∇2
ωF ∈ B(ΛT ).

Similarly, we can define the class C1,k
b (ΛT ).

A function τ : D([0, T ],Rd) → [0,∞) such that for each t ≥ 0, {ω ∈ D([0, T ],Rd) : τ(ω) ≤
t} ∈ F0

t is called a stopping time for the filtration.

Example 2.3.13. Let F be defined by

F (t,Xt) = x2(t)−
∫ t

0
σ2(s, Bs)ds.

Then

DF (t,Xt) = −σ2(t, Bt) ∇ωF (t,Xt) = 2x(t)
∇2
ωF (t,Xt) = 2 ∇j

ωF (t,Xt) = 0, j ≥ 3

Example 2.3.14. Let F be defined by

F (t,Xt) = ex(t)− 1
2

∫ t
0 σ

2(s,Bs)ds.

Then

DF (t,Xt) = −1
2σ

2(t, Bt)ex(t)− 1
2

∫ t
0 σ

2(s,Bs)ds

= −1
2σ

2(t, Bt)F (t,Xt)

∇j
ωF (t,Xt) = F (t,Xt) ∀j = 1, . . . , k.
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Many examples of functionals may fail to be globally smooth, but their horizontal and vertical
derivatives may still be well behaved except for at certain stopping times, which motivates the
following definition Cont (2012).

Definition 2.3.15. (Locally regular functionals C1,2
loc(ΛT )). F ∈ C0,0

b (ΛT ) is said to be locally
regular if there exists an increasing sequence (τk)k≥0 of stopping times with τ0, τk ↑ ∞ and a
sequence of functionals F k ∈ C1,2

b (ΛT ) such that

F (t, ω) =
∑
k≥0

F k(t, ω)1[τk(ω),τk+1(ω))(t), ∀(t, ω) ∈ ΛT .

We note that C1,2
b (ΛT ) ⊂ C1,2

loc(ΛT ) but the notion of local regularity allows discontinuities or
explosions at times described by (τk, k ≥ 1).

Definition 2.3.16 (Cylindrical non-anticipative functionals). Let πn = {0 = t0 < t1 < · · · <
tn = T} be a partition of [0, T ]. Let also ω ∈ D([0, T ],Rd) and g ∈ C0(Rn×d). Then the
functional

F (t, ω) =
n∑
i=0

gi(ω(t0−), ω(t1−), . . . , ω(tn−))1[ti,ti+1)(t) (2.3.4)

is called a cylindrical functional.

We denote by S(πn,ΛT ) the space of cylindrical non-anticipative piecewise-constant functionals
along πn.

Definition 2.3.17 (Cylindrical integrands). Let πn = {0 = t0 < t1 < · · · < tn = T} be a fixed
partition of [0, T ]. Define a cylindrical functional

F (t, ω) =
n∑
i=0

gi(ω(t0−), ω(t1−), . . . , ω(tn−))1[ti,ti+1)(t)(ω(t)− ω(ti)). (2.3.5)

The vertical derivative

∇ωF (t, ω) =
n∑
i=0

gi(ω(t0−), ω(t1−), . . . , ω(tn−))1[ti,ti+1)(t) ∈ C0,0
l ∩ B

is called a cylindrical integrand.

2.4 Functional Lie bracket

If F ∈ C1,2
b (ΛT ), then for any (t, ω) ∈ ΛT with

Rd → R
e 7→ F (t, ω + e1[t,T ]),
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is twice continuously differentiable on a neighborhood of the origin and

∇ωF (t, ω) = ∂iF (t, ω) and ∇2
ωF (t, ω) = ∂2

i F (t, ω).

It can be shown that a second-order Taylor expansion of the map at the origin yields that any
F ∈ C1,2

b (ΛT ) admits a second-order Taylor expansion with respect to a vertical perturbation:

F (t, ω + e1[t,T ]) = F (t, ω) +∇ωF (t, ω) · e+ 〈e,∇2
ωF (t, ω) · e〉+ o

(
‖e‖2

)
.

Unlike the usual partial derivatives in finite dimensions, the horizontal and vertical derivatives do
not commute. In general

D(∇ωF ) 6= ∇ω(DF ).
This arises from the fact that the elementary operators of horizontal extension and vertical
perturbation defined earlier on do not commute, that is, a horizontal extension of the stopped
path (t, ω) to t + h followed by a vertical perturbation yields the path ωt + e1[t+h,T ] while a
vertical perturbation at t followed by a horizontal extension to t+ h yields

ωt + e1[t,T ] 6= ωt + e1[t+h,T ].

We note that these two paths have the same value at t + h, so only functionals which are truly
path-dependent will be affected by this lack of commutativity.

Example 2.4.1. Set

I(Yt) =
∫ t

0
yudu.

Then,

DI(Yt) = yt

∇ωI(Yt) = 0

and hence

∇ω(DI)(Yt) = 1 6= 0 = D(∇ωI)(Yt).

The following definition can be used to quantify the path-dependency of F .

Definition 2.4.2. The Lie bracket of the operators D and ∇ω is defined by

LF (t, ωt) := [D,∇ω]F (t, ωt) = ∇ω(DF )(t, ωt)−D(∇ωF )(t, ωt),

where F is such that all the derivatives above exists.

Proposition 2.4.3. Suppose that the functional F : ΛT → R is given by
f(t, ωt) = φ(t, f1(ω1), f2(ω2), . . . , fk(ωt)), where φ : R+ × Rk → R has all the first and second
order partial derivatives and the Lie bracket of fi exists ∀i = 1, 2, . . . , k. Then

Lf(t, ωt) =
k∑
i=1

∂φ

∂ωi
(t, f1(ω1), f2(ω2), . . . , fk(ωt))Lfi(ωt).



Section 2.4. Functional Lie bracket Page 15

Proof. We first note that

∇ωf(t, ωt) =
k∑
i=1

∂φ

∂ωi
∇ωfi(ωt),

Df(t, ωt) = ∂φ

∂t
+

k∑
i=1

∂φ

∂ωi
Dfi(ωt).

Then,

D(∇ωf(t, ωt)) =
k∑
i=1

∂2φ

∂ωi∂t
∇ωfi(ωt) +

k∑
i=1

∂φ

∂ωi
D(∇ωfi(ωt))

+
k∑
i=1

k∑
j=1

∂2φ

∂ωi∂ωj
∇ωfi(ωt)Dfi(ωt), (2.4.1)

∇ω(Df(t, ωt)) =
k∑
i=1

∂2φ

∂t∂ωi
∇ωfi(ωt) +

k∑
i=1

∂φ

∂ωi
∇ω(Dfi(ωt))

+
k∑
i=1

k∑
j=1

∂2φ

∂ωi∂ωj
∇ωfj(ωt)Dfi(ωt). (2.4.2)

By the functional Lie bracket, we have

Lf(t, ωt) =
k∑
i=1

∂φ

∂ωi
D(∇ωfi(ωt))−

k∑
i=1

∂φ

∂ωi
∇ω(Dfi(ωt))

=
k∑
i=1

∂φ

∂ωi
[D(∇ωfi(ωt))−∇ω(Dfi(ωt))]

=
k∑
i=1

∂φ

∂ωi
Lfi(ωt). (2.4.3)

Example 2.4.4. The operators ∇ω and D only commute when applied to functionals of the form
F (t, Yt) = φ(t, yt), where φ is smooth. Now set,

I(Yt) =
∫ t

0

∫ s

0
yududs

and notice that

DI(Yt) =
∫ t

0
ysds

∇ωI(Yt) = 0

which implies that

∇ω(DI)(Yt) = 0 = D(∇ωI)(Yt).



Chapter 3
Pathwise integration and functional

change of variable formula
Föllmer (1981) in his seminal paper Calcul d’Itô sans probabilités showed that if a cádlág function
x has finite quadratic variation along some sequence πn = (0 = tn0 < tn1 < · · · < tnn = T ) of
partitions of [0, T ] with step size decreasing to zero, then for f ∈ C2(Rd) one can define the
pathwise integral

∫ T

0
∇f(x(t))dπx = lim

n→∞

n−1∑
i=0
∇f(x(tni ))(x(tni+1)− x(tni )) (3.0.1)

as a limit of Riemann sums along the sequence π = (πn)n≥1 of partitions and obtain a change
of variable formula for this integral, see Föllmer (1981). It is through this approach and Dupire’s
derivatives that we obtain a pathwise change of variable formula for functionals in C1,2

loc(ΛT ), see
Dupire (2019).

We denote 〈A,B〉 = tr(tA ·B) the Hilbert-Schmidt scalar product of two real d× d matrices.

3.1 Quadratic variation

We now introduce the notion of quadratic variation of a path along a sequence of partitions Cont
(2012); Föllmer (1981). In this section we denote by π = (πn)n≥1 a sequence of partitions of
[0, T ] into intervals:

πn =
(
0 = tn0 < tn1 < tn2 < · · · < tnk(n) = T

)
.

We denote |πn| = sup{|tni+1 − tni |, i = 1, 2, 3, . . . , k(n)} → 0, as n→∞, the mesh size of the
partition.

Definition 3.1.1. (Quadratic variation of a path along a sequence of partitions). Let πn = (0 =
tn0 < tn1 < tn2 < · · · < tnk(n) = T ) be a sequence of partitions of [0, T ] with step size decreasing
to zero, that is, |πn| → 0 as n → ∞. A cádlág path x ∈ D([0, T ],R) is said to have finite
quadratic variation along the sequence of partitions π if for any t ∈ [0, T ] the limit

[x](t) := lim
n→∞

∑
tni+1≤t

(
x
(
tni+1

)
− x (tni )

)2
<∞ (3.1.1)

exists and the increasing function [x] has Lebesgue decomposition

[x]π(t) = [x]cπ(t) +
∑

0<s≤t
|∆x(s)|2 (3.1.2)

where [x]cπ is a continuous and increasing function.

16
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The increasing function [x] : [0, T ] → R+ defined by Equation (3.1.1) is called the quadratic
variation of x along the sequence of partitions π = (πn)n≥1 and [x]cπ is the continuous quadratic
variation of x along π.

In the following example we will show that in general the quadratic variation of a path x along a
sequence of partitions π depend on the choice of the sequence π Cont (2012).

Example 3.1.2. Let ω ∈ C0([0, T ],R) be an arbitrary continuous function. Let us construct
recursively a sequence πn of partitions of [0, T ] such that

|πn| ≤
1
n

and
∑
πn

|ω(tnk+1)− ω(tnk)|2 ≤ 1
n
. (3.1.3)

Assume we have constructed πn with property (3.1.3) above. If we add to πn the points k
n+1 , k =

1, . . . , n, we obtain a new partition σn = (sni , i = 0, . . . ,Mn) with mesh size |σn| ≤ 1
n+1 . For

i = 0, . . . ,Mn − 1, we further refine [sni , sni+1] as follows. Let J(i) be an integer with

J(i) ≥ (n+ 1)Mn|ω(sni+1)− ω(sni )|2 (3.1.4)

and define τni,1 = sni and for k = 1, . . . , J(i),

τni,k+1 = inf
{
t ≥ τni,k, ω(t) = ω(sni ) + k(ω(sni+1)− ω(sni ))

J(i)

}
.

Then the points (τni,k, k = 1, . . . , J(i)) define a partition of [sni , sni+1] with

|τni,k+1 − τni,k| ≤
1

n+ 1 and |ω(τni,k+1)− ω(τni,k)| =
|ω(sni+1)− ω(sni )|

J(i)

so using (3.1.4) we have
J(i)∑
k=1
|ω(τni,k+1)− ω(τni,k)|2 ≤ J(i) |ω(sni+1)− ω(sni )|2

J(i)2 = 1
(n+ 1)Mn

.

Sorting (τni,k, i = 0, . . . ,Mn, k = 1, . . . , J(i)) in increasing order we thus obtain a partition
πn+1 = (tn+1

j ) of [0, T ] such that

|πn+1| ≤
1

n+ 1 and
∑
πn+1

|ω(tni+1)− ω(tni )|2 ≤ 1
n+ 1 . (3.1.5)

Taking limits along this sequence π = (πn)n≥1, then yields [ω]π = 0.

Remark 3.1.3. The notion of quadratic variation along a sequence of partitions depends on
the chosen partition. We are going to drop the subscript π in [x]π because we fix the sequence
π = (πn)n≥1 of partitions with |πn| → 0 and all limits will be considered along the same sequence
π.

We denote by Qπ([0, T ],Rd) the set of Rd-valued cádlág paths with finite quadratic variation
with respect to the partition π = (πn)n≥1. The notion of quadratic variation is extended to
vector-valued paths as follows Cont (2012).
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Definition 3.1.4. A d-dimensional path x = (x1, x2, . . . , xd) ∈ D([0, T ],Rd) is said to have
finite quadratic variation along π = (πn)n≥1 if xi ∈ Qπ([0, T ],R) and xi +xj ∈ Qπ([0, T ],R) for
all i, j = 1, 2, . . . , d. Then for any i, j = 1, 2, . . . , d and t ∈ [0, T ] we have

∑
tn
k
∈πn, tnk≤t

(
xi(tnk+1)− xi(tnk)

) (
xj(tnk+1)− xj(tnk)

)
n→∞−−−→ [x]ij(t) = [xi + xj](t)− [xi](t)− [xj](t)

2 .

The matrix-valued function [x] : [0, T ]→ S+
d whose elements are given by

[x]ij(t) = [xi + xj](t)− [xi](t)− [xj](t)
2

is called the quadratic covariation of the path x: for any t ∈ [0, T ],
∑

tni ∈πn, t
n
i ≤t

(
x(tni+1)− x(tni )

)t (
x(tni+1)− x(tni )

)
n→∞−−−→ [x](t) ∈ S+

d

and [x] is increasing in the sense of the order on the positive symmetric matrices: for h ≥
0, [x](t+ h)− [x](t) ∈ S+

d .

Definition 3.1.5. Let ω ∈ Qπ([0, T ],R), f ∈ D([0, T ],R). Then the integral
∫ t

0 fd[ω] may be
defined as a limit of Riemann sums∫ t

0
fd[ω] = lim

n→∞

∑
πn

f(tni )([ω](tni+1)− [ω](tni )).

Proposition 3.1.6. (Uniform convergence of quadratic Riemann sums).

∀ω ∈ Qπ([0, T ],Rd), ∀f ∈ C0
b([0, T ],Md), ∀t ∈ [0, T ],

∑
tni ∈πn, t

n
i ≤t

tr(f(tni ))(ω(tni+1)− ω(tni ))t(ω(tni+1)− ω(tni ))→
∫ t

0
〈f, d[ω]〉 ,

as n→∞. Furthermore, if ω ∈ C0,0
b ([0, T ],Rd), the convergence is uniform for t ∈ [0, T ].

Proof. From Definition 3.1.5, using the definition of [ω], the result holds for f : [0, T ] → R
of the form f = ∑

πn ak1[tn
k
,tn
k+1). Now, consider f = C0,0

b ([0, T ],R) and define the piecewise
constant approximations

fn =
∑
πn

f(tnk)1[tn
k
,tn
k+1).

Then fn converges uniformly to f : ‖f − fn‖∞ → 0 as n→∞, and for each n ≥ 1,

∑
tki ∈πn, t

k
i≤t

fn(tki )(ω(tki+1)− ω(tki ))2 →
∫ t

0
fnd[ω], as k →∞.

Since f is bounded on [0, T ] this sequence is dominated, we can then conclude that the result
holds, by using a diagonal convergence argument.
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Proposition 3.1.6 implies weak convergence on [0, T ] of the discrete measures

ξn =
k(n)−1∑
i=0

(ω(tni+1)− ω(tni ))2δtni ⇒ ξ = d[ω] as n→∞

where δt is the Dirac measure at t.

Lemma 3.1.7. Let (µn)n≥1 be a sequence of Radon measures on [0, T ] converging weakly to a
Radon measure µ with no atoms, and (fn)n≥1, f be left-continuous functions defined on [0, T ]
with

∀t ∈ [0, T ], lim
n→∞

fn(t) = f(t), |fn(t)| ≤ K

then ∫ t

s
fn(u)dµn(u)→

∫ t

s
f(u)dµ(u), as n→∞. (3.1.6)

For the proof of Lemma 3.1.7, see Cont and Fournié (2010), Appendix C, Lemma 12.

We consider a path ω ∈ Qπ([0, T ],Rd) with finite quadratic variation along π. The path ω has
a countable set of jump times, so we suppose that the partition exhausts the jump times in the
sense that

sup
t∈[0,T ]\πn

|ω(t)− ω(t−)| → 0, as n→∞. (3.1.7)

Then the piecewise-constant approximation

ωn(t) =
k(n)−1∑
i=0

ω(ti+1−)1[ti,ti+1)(t) + ω(T )1{T}(t) (3.1.8)

converges uniformly to ω, that is,

sup
t∈[0,T ]

‖ωn(t)− ω(t)‖∞ = 0 as n→∞.

We notice that according to (3.1.8), ωn(tni−) = ω(tni−) but ωn(tni ) = ω(tni+1−). If we then
define

ωn,∆ω(tni ) = ωn + ∆ω(tni )1[tni ,T ], then ω
n,δω(tni )
tni −

(tni ) = ω(tni ), (3.1.9)

where ∆ω(tni ) = ω(tni )− ω(tni−) is the path’s discontinuity at tni .

3.2 Change of variable

Now, we give a detailed version of the result in Cont (2012):
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Theorem 3.2.1. (Change of variable formula for functionals of continuous paths). Let ω ∈
Qπ([0, T ],Rd) and verifies (3.1.7). Then for any F ∈ C1,2

loc(ΛT ) the limit

∫ T

0
∇ωF (t, ωt−)dπω := lim

n→∞

k(n)−1∑
i=0
∇ωF (tni , ω

n,∆ω(tni )
tni −

)(ω(tni+1)− ω(tni )) (3.2.1)

exists and

F (T, ωT )− F (0, ω0) =
∫ T

0
DF (t, ωt)dt+

∫ T

0

1
2tr(t∇2

ωF (t, ωt−)d[ω]c(t)) +
∫ T

0
∇ωF (t, ωt−)dπω

+
∑

t∈(0,T ]
[F (t, ωt)− F (t, ωt−)−∇ωF (t, ωt−)∆ω(t)]

Proof. We first note that up to localization by a sequence of stopping times, we can assume that
F ∈ C1,2

b (ΛT ). Denoting δωni = ω(tni+1)− ω(tni ). Since ω is continuous on [0, T ], it is uniformly
continuous, so

ηn = sup{|ω(u)− ω(tni+1)|+ |tni+1 − tni |, 0 ≤ i ≤ k(n)− 1, u ∈ [tni , tni+1)} → 0, as n→∞.

Since F ∈ C1,2
b (ΛT ), then by Definition 2.3.12, ∇2

ωF, DF satisfy the boundedness-preserving
property, for n large enough there exists C > 0 such that

∀t ∈ [0, T ), ∀ω′ ∈ ΛT , d∞((t, ω), (t′, ω′)) < ηn ⇒ |DF (t′, ω′)| ≤ C, |∇2
ωF (t′, ω′)| ≤ C.

For i ≤ k(n)− 1, consider the decomposition:

F (tni+1, ω
n
tni+1−

)− F (tni , ωntni −) =
(
F (tni+1, ω

n
tni+1−

)− F (tni , ωntni )
)

+
(
F (tni , ωntni )− F (tni , ωntni −)

)
,

(3.2.2)

where the first term on the RHS of Equation (3.2.2) is the horizontal increment while the second
term is the vertical increment. If we let ψ(u) = F (tni + u, ωntni ), then we can write the horizontal
increment as ψ(hni )−ψ(0), where hni = tni+1− tni . Since F ∈ C1,2

b (ΛT ), ψ is right-differentiable,
and ψ is left-continuous (see Cont (2012), Proposition 5.5), so

F (tni+1, ω
n
tni

)− F (tni , ωntni ) =
∫ hni

0
DF (tni + u, ωntni )du. (3.2.3)

According to Equation (3.1.9) we can write the vertical increment in Equation (3.2.2) as

F (tni , ω
n,δωni
tni −

)− F (tni , ωntni −) = F (tni , ωntni − + δωni 1[tni ,T ])− F (tni , ωntni −).

If we let φ(u) = F (tni , ωntni − + u1[tni ,T ]), then we can write the vertical increment in Equation
(3.2.2) as φ(δωni )− φ(0). Since F ∈ C1,2

b (ΛT ), φ ∈ C2(Rd) on the convex set B(0, ηn), with

∇φ(u) = ∇ωF (tni , ωntni − + u1[tni ,T ]),
∇2φ(u) = ∇2

ωF (tni , ωntni − + u1[tni ,T ]).
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A second order Taylor expansion of φ at u = 0 gives

F (tni , ωntni )− F (tni , ωntni −) = ∇ωF (tni , ωntni −)δωni + 1
2tr(∇2

ωF (tni , ωntni −)t(δωni )δωni ) + rni

where
rni ≤ K|δωni |2 sup

x∈B(0,ηn)
|∇2

ωF (tni , ωntni − + x1[tni ,T ])−∇2
ωF (tni , ωntni −)|.

Denote by in(t) the index such that t ∈ [tnin(t), t
n
in(t)+1). We now sum all the terms above from

i = 0 to k(n)−1: The LHS of Equation (3.2.2) gives F (T, ωnT−)−F (0, ωn0 ), which converges to
F (T, ωT−)−F (0, ω0) since F is left-continuous and this quantity is equal to F (T, ωT )−F (0, ω0)
since ω is continuous. The horizontal increment in Equation (3.2.2) can also be written as,∫ T

0
DF (u, ωntn

in(u)
)du (3.2.4)

where the integrand converges to DF (u, ωu) and is bounded by C. Hence the dominated con-
vergence theorem applies and the expression (3.2.4) converges to∫ T

0
DF (u, ωu)du.

The vertical increment in Equation (3.2.2) can also be written as
k(n)−1∑
i=0
∇ωF (tni , ωntni −)(ω(tni+1)− ω(tni )) +

k(n)−1∑
i=0

1
2tr

(
∇2
ωF (tni , ωntni −)t(δωni )δωni

)
+

k(n)−1∑
i=0

rni .

The term∇2
ωF (tni , ωntni −)1(tni ,t

n
i+1] is bounded by C, and converges to∇2

ωF (t, ωt) by left-continuity
of ∇2

ωF and the path is left-continuous. Applying Lemma 3.1.7 to the second term in the sum,
we obtain ∫ T

0

1
2tr(t∇2

ωF (tni , ωntni −)dξn)→
∫ T

0

1
2tr(t∇2

ωF (u, ωu)d[ω](u)), as n→∞.

We then use the same lemma, since rni is bounded,
in(t)−1∑
i=in(s)+1

rni → 0, as n→∞.

Since all other terms converge as n→∞, we conclude that the limit of the Riemann sums
k(n)−1∑
i=0
∇ωF (tni , ωntni −)(ω(tni+1)− ω(tni i))

exists, and this is the pathwise integral
∫
∇ωF (t, ω)dπω.

From Theorem 3.2.1, for ω ∈ Qπ([0, T ],Rd), we can now define the pathwise integral
∫ T

0 φdπω
as a limit of non-anticipative Riemann sums:

∫ T

0
φdπω := lim

n→∞

k(n)−1∑
i=0

φ
(
tni , ω

n,∆ω(tni )
tni −

) (
ω(tni+1)− ω(tni )

)
(3.2.5)
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for any integrand of the form
φ(t, ω) = ∇ωF (t, ω)

where F ∈ C1,2
loc(ΛT ), and the path ω is not required to be of finite variation. This extends the

pathwise integral in Föllmer (1981) for integrands of the form φ(t, ω) where φ belongs to the
space of vertical 1−forms integrands given by

V (ΛT ) = {∇ωF (·, ·), F ∈ C1,2
b (Λd

T )}

where Λd
T denotes the space of Rd−valued stopped cádlág paths. Since the horizontal and vertical

derivatives do not commute, then V (ΛT ) and C1,1
b (ΛT ) do not coincide.

This set of integrands has a natural vector space structure which includes the space of simple pre-
dictable cylindrical functionals, as subsets, and we denote by S(ΛT ) the space of simple predictable
cylindrical functionals. Then for φ = ∇ωF ∈ V (Λd

T ), the pathwise integral
∫ t

0 φ(·, ω−)dπω is given
by ∫ T

0
φ(t, ωt−)dπω = F (T, ωT )− F (0, ω0)− 1

2

∫ T

0
〈∇ωφ(t, ωt−)d[ω]π〉

−
∫ T

0
DF (t, ωt−)dt−

∑
0≤s≤T

F (t, ωt)− F (t, ωt−)− φ(t, ωt−)∆ω(t). (3.2.6)

The following result summarizes some key properties of this integral, for prove see Bally et al.
(2016).

Proposition 3.2.2. Let ω ∈ Qπ([0, T ],Rd). The pathwise integral Equation (3.2.6) defines a
map

Iw :V (Λd
T )→ Qπ([0, T ],Rd)

φ 7→
∫ ·

0
φ(t, ωt−)dπω(t)

with the following properties:

1. pathwise isometry formula: ∀φ ∈ S, ∀t ∈ [0, T ],

[Iw(φ)]π(t) =
[∫ ·

0
φ(t, ωt−)dπω

]
π

(t) =
∫ t

0
〈φ(u, ωu−)tφ(u, ωu−), d[ω]〉;

2. quadratic covariation formula: for φ, ψ ∈ S, the limit

[Iw(φ), Iw(ψ)]π(T ) := lim
n→∞

∑
πn

(
Iw(φ)(tnk+1)− Iw(φ)(tnk)

) (
Iw(ψ)(tnk+1)− Iw(ψ)(tnk)

)
exists and is given by

[Iw(φ), Iw(ψ)]π(T ) =
∫ T

0
〈ψ(t, ωt−)tφ(t, ωt−), d[ω]〉;
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3. associativity: let φ ∈ V (Λd
T ), ψ ∈ V (Λ1

T ) and x ∈ D([0, T ],R) defined by x ∈
∫ t

0 φ(u, ωu−)dπω.
Then ∫ T

0
ψ(t, ωt−)dπω =

∫ T

0
ψ

(
t,
(∫ t

0
φ(u, ωu−)dπω

)
t−

)
φ(t, ωt−)dπω.

Remark 3.2.3. There is some interesting applications in mathematical finance Cont and Riga
(2014) where the integrals of such vertical 1−forms appears as hedging strategies.

We define the space

C1,2
b (ω) := {F (·, ω), F ∈ C1,2

b (Λd
T ) ⊂ Qπ([0, T ],Rd)

which is a vector space of paths with finite quadratic variation whose properties are controlled by
ω, which is well defined along the sequence of partitions π. This is not the case with the space
Qπ([0, T ],Rd), hence, the space C1,2

b (ω) is the appropriate space to study the pathwise calculus.

Now, we denote by BV ([0, T ]) the space of functions with bounded variations over the interval
[0, T ]. In the case where ω has finite variation then the Föllmer integral reduces to the Riemann-
Stieltjes integral and we obtain the following result

Proposition 3.2.4. For any F ∈ C1,1
loc(ΛT ), ω ∈ BV ([0, T ]) ∩D([0, T ],Rd),

F (T, ωT )− F (0, ω0) =
∫ T

0
DF (t, ωt−)dt+

∫ T

0
∇ωF (t, ωt−)dω

+
∑

t∈(0,T ]
[F (t, ωt)− F (t, ωt−)−∇ωF (t, ωt−)∆ω(t)] . (3.2.7)

Remark 3.2.5. 1. The integrals in Equation (3.2.7) are defined as limits of Riemann sums
along any sequence of partitions (πn)n≥1 with |πn| → 0.

2. For the case when ω is continuous with finite variation, then ∀F ∈ C1,1
loc(ΛT ), ∀ω ∈

BV ([0, T ]) ∩ C0([0, T ],Rd) Equation (3.2.7) is given by

F (T, ωT )− F (0, ω0) =
∫ T

0
DF (t, ωt)dt+

∫ T

0
∇ωF (t, ωt)dω. (3.2.8)

This shows that the restriction of any functional F ∈ C1,1
loc(ΛT ) toBV ([0, T ])∩C0([0, T ],Rd)

may be decomposed into horizontal and vertical components.

The following result shows that, for a continuous semimartingale X, any smooth non-anticipative
functional Y depends on F and its derivatives only through their values on continuous paths,
WT :

Corollary 3.2.6. Let X be a continuous semimartingale and F ∈ C1,2
loc(WT ). For any t ∈ [0, T ),

F (t,Xt)− F (0, X0) =
∫ t

0
DF (u,Xu)du+

∫ t

0
∇ωF (u,Xu)dXu

+ 1
2

∫ t

0
∇2
ωF (u,Xu)d[X] a.s. (3.2.9)

In particular, Y (t) = F (t,Xt) is a continuous semimartingale.
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Example 3.2.7. Let B be a standard Brownian motion and consider the integral

x =
∫ t

0
σ(s, Bs)dBs.

Then

[x] =
∫ t

0
σ2(s, Bs)ds.

3.3 Pathwise derivatives of an adapted process

We consider an FXt -adapted process (Yt)t∈[0,T ] is given by a functional representation

Yt = F (t,Xt) (3.3.1)

where C0,0
l (ΛT ) has left-continuous and vertical derivativesDF ∈ C0,0

l (ΛT ) and∇ωF ∈ C0,0
l (ΛT ).

It is noted that since X has continuous paths, Y only depends on the restriction of F to

WT = {(t, ω) ∈ ΛT , ω ∈ C0([0, T ],Rd)}.

Therefore, the representation (3.3.1) is not unique. However, the definition of∇ωF which involves
evaluating F on cádlág paths, seems to depend on the choice of representation, in particular, on
the values taken by F outside WT . It is crucial to resolve this non-uniqueness if one is to deal
with functionals of continuous processes or, more generally, processes for which the topological
support of the law is not the full space D([0, T ],Rd). The following result shows that if Y has a
functional representation (3.3.1) where F is differentiable in the sense of horizontal and vertical
derivatives and the derivatives define elements of C1,1

l (ΛT ) then ∇ωF (t,Xt) is uniquely defined,
independent of the choice of the representation F .

Theorem 3.3.1. Consider F 1, F 2 ∈ C1,1
l (ΛT ) with left-continuous horizontal and vertical deriva-

tives. If F 1 and F 2 coincide on continuous paths:

∀t ∈ [0, T ], ∀ω ∈ C0([0, T ],Rd), F 1(t, ωt) = F 2(t, ωt),

then

∀t ∈ [0, T ], ∀ω ∈ C0([0, T ],Rd), ∇ωF
1(t, ωt) = ∇ωF

2(t, ωt).

Proof. Let F = F 1 − F 2 ∈ C1,1
l (ΛT ) and ω ∈ C0([0, T ],Rd). Then F (t, ωt) = 0 for all t ≤ T .

It is then clear that DF (t, ωt) is also 0 on continuous paths. Assume now that there exists
some ω ∈ C0([0, T ],Rd) such that for some 1 ≤ i ≤ d and t0 ∈ [0, T ), ∂iF (t0, ωt0) > 0. Let
α = 1

2∂iF (t0, ωt0). By the left-continuity of ∂iF and using the fact that DF ∈ B(ΛT ), there
exists ε > 0 such that for any (t′, ω′) ∈ ΛT ,

(t′ < t0, d∞((t0, ω), (t′, ω′)) < ε)⇒ (∂iF (t′, ω′) > α and |DF (t′, ω′)| < 1) . (3.3.2)
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We choose t < t0 such that d∞(ωt, ωt0) < ε
2 , define h = t0− t and define the following extension

of ωt to [0, T ]: z(u) = ω(u), u ≤ t

zj(u) = ωj(t) + 1i=j(u− t), t ≤ u ≤ T, 1 ≤ j ≤ d.
(3.3.3)

We define the following sequence of piecewise constant approximation of zt+h:z
n(u) = z̃n = z(u) if u ≤ t

znj (u) = ωj(t) + 1i=j
h
n

∑n
k=0 1 kh

n
≤u−t if t ≤ u ≤ t+ h, 1 ≤ j ≤ d

(3.3.4)

Since
∥∥∥zt+h − znt+h∥∥∥∞ = h

n
→ 0, as n→∞, then

∣∣∣F (t+ h, zt+h)− F (t+ h, znt+h)
∣∣∣→ 0, as n→∞.

We can now decompose F (t+ h, znt+h)− F (t, ω) as

F (t+ h, znt+h)− F (t, ω) =
n∑
k=1

(
F

(
t+ kh

n
, zn
t+ kh

n

)
− F

(
t+ kh

n
, zn
t+ kh

n
−

))

+
n∑
k=1

(
F

(
t+ kh

n
, zn
t+ kh

n
−

)
− F

(
t+ (k − 1)h

n
, zn
t+ (k−1)h

n

))
(3.3.5)

where the first sum corresponds to jumps of zn at times t + kh
n

and the second sum to the
horizontal variations of zn on [t+ (k−1)h

n
, t+ kh

n
].

F

(
t+ kh

n
, zn
t+ kh

n

)
− F

(
t+ kh

n
, zn
t+ kh

n
−

)
= φ

(
h

n

)
− φ(0) (3.3.6)

where
φ(u) = F

(
t+ kh

n
, zn
t+ kh

n
− + uei1[t+ kh

n
,T ]

)
.

Since F is vertically differentiable, φ is differentiable and

φ′(u) = ∂iF

(
t+ kh

n
, zn
t+ kh

n
− + uei1[t+ kh

n
,T ]

)

is continuous. For u ≤ h
n
we have

d∞

(
(t, ωt),

(
t+ kh

n
, zn
t+ kh

n
− + uei1[t+ kh

n
,T ]

))
≤ h

so φ′(u) > α hence
n∑
k=1

F

(
t+ kh

n
, zn
t+ kh

n

)
− F

(
t+ kh

n
, zn
t+ kh

n
−

)
> αh.
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On the other hand,

F

(
t+ kh

n
, zn
t+ kh

n
−

)
− F

(
t+ (k − 1)h

n
, zn
t+ (k−1)h

n

)
= ψ

(
h

n

)
− ψ(0)

where
ψ(u) = F

(
t+ (k − 1)h

n
+ u, zn

t+ (k−1)h
n

)

so that ψ is right-differentiable on (0, h
n
) with right derivative

ψ′r(u) = DF
(
t+ (k − 1)h

n
+ u, zn

t+ (k−1)h
n

)
.

Since F ∈ C1,1
l (ΛT ), ψ is left-continuous, so

n∑
k=1

[
F

(
t+ kh

n
, zn
t+ kh

n
−

)
− F

(
t+ (k − 1)h

n
, zn
t+ (k−1)h

n

)]
=
∫ h

0
DF (t+ u, znt )du.

We note that
d∞

(
(t+ h, znt+h), (t+ h, zt+h)

)
≤ h

n
,

then we obtain

DF (t+ h, znt+h)→ DF (t+ h, zt+h) = 0, as n→∞,

since the path of zt+u is continuous. Moreover, |DF (t+h, znt+h)| ≤ 1 since d∞((t+h, znt+h)) ≤ ε,
so by dominated convergence the integral converges to 0 as n→∞. Writing

F (t+ h, zt+h)− F (t, ω) =
(
F (t+ h, zt+h)− F (t+ h, znt+h)

)
+
(
F (t+ h, znt+h)− F (t, ω)

)
and taking the limit as n→∞ leads to F (t+ h, zt+h)− F (t, ω) ≥ αh, a contradiction.

Remark 3.3.2. This result implies that, if ∇ωF
i ∈ C1,1(ΛT ), D(∇ωF ) ∈ B(ΛT ) and F 1 = F 2

for any continuous path ω, then ∇2
ωF

1 and ∇2
ωF

2 must also coincide on continuous paths.
Under the weaker assumption that F i ∈ C1,2(ΛT ), we obtain the result in Theorem 3.3.1 using
probabilistic arguments.

We let W be a real Brownian motion on an auxiliary probability space (Ω̃,B,P) whose generic
element we will denote ω, (Bs)s≥0 its natural filtration, and let τ = inf{s > 0, |w(s)| = ε

2}.

Theorem 3.3.3. If F 1, F 2 ∈ C1,2
b (ΛT ) coincide on continuous paths ∀ω ∈ C0([0, T ],Rd), ∀t ∈

[0, T ),
F 1(t, ωt) = F 2(t, ωt)

then their second vertical derivatives also coincide on continuous paths; ∀ω ∈ C0([0, T ],Rd), ∀t ∈
[0, T ),

∇2
ωF

1(t, ωt) = ∇2
ωF

2(t, ωt).
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Proof. Let F = F 1 − F 2. Assume that there exists ω ∈ C0([0, T ],Rd) such that for some
1 ≤ i ≤ d and t0 ∈ [0, T ) and some direction h ∈ Rd, ‖h‖ = 1, th∇2

ωF (t0, ωt0) · h > 0, and
denote α = 1

2
t
h∇2

ωF (t0, ωt0) · h. We want to show that this leads to a contradiction. According
to Theorem 3.3.1 ∇ωF (t, ωt) = 0. There exists η > 0 such that

∀(t′, ω′) ∈ ΛT , {t′ ≤ t0, d∞((t0, ω), (t′, ω′)) < η

which implies that

max (|F (t′, ω′)− F (t0, ωt0)|, |∇ωF (t′, ω′)|, |DF (t′, ω′)|) < 1, th∇2
ωF (t′, ω′) · h > α. (3.3.7)

We define for t′ ∈ [0, T ], the Brownian extrapolation

Ut′(ω) = ω(t′)1t′≤t + (ω(t) +W ((t′ − t) ∧ τ)h)1t′>t.

For all s < ε
2 , we have

d∞((t+ s, Ut+s(ω)), (t, ωt)) < ε P− a.s.

We define the following piecewise-constant approximation of the stopped process wτ for 0 ≤ s ≤
ε
2 :

W n(s) =
n−1∑
i=0

W
(
i
ε

2n ∧ τ
)
1s∈[i ε2n ,(i+1) ε

2n) +W
(
ε

2 ∧ τ
)
1s= ε

2
. (3.3.8)

We denote

Z(s) = F (t+ s, Ut+s), s ∈ [0, T − t], Zn(s) = F (t+ s, Un
t+s),

Un
t′ (ω) = ω(t′)1t′≤t + (ω(t) +W n((t′ − t) ∧ τ)h)1t′>t,

which gives the following decomposition:

Z
(
ε

2

)
− Z(0) = Z

(
ε

2

)
− Zn

(
ε

2

)
+

n∑
i=1

(
Zn

(
i
ε

2n

)
− Zn

(
i
ε

2n−
))

+
n−1∑
i=0

(
Zn

(
(i+ 1) ε2n−

)
− Zn

(
i
ε

2n

))
. (3.3.9)

As n → ∞,
∥∥∥Ut+ ε

2
− Un

t+ ε
2

∥∥∥
∞
→ 0, as a result the first term in the RHS of Equation (3.3.9)

vanishes almost surely. The second term may now be expressed as

Zn
(
i
ε

2n

)
− Zn

(
i
ε

2n−
)

= φi

(
W
(
i
ε

2n

)
−W

(
(i− 1) ε2n

))
− φi(0) (3.3.10)

where
φi(u, ω) = F

(
t+ i

ε

2n, U
n
t+i ε2n−

(ω) + uh1[t+i ε2n ,T ]
)
.
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We note that φi(u, ω) is measurable with respect to B(i−1) ε
2n

whereas Equation (3.3.10) is inde-
pendent with respect to B(i−1) ε

2n
. Let Ω1 ⊂ Ω̃, P(Ω1) = 1 such that ω has continuous sample

paths on Ω1. Then, on Ω1, φi(·, ω) ∈ C2(R) and the following relations hold P−almost surely:

φ′i(u, ω) = ∇ωF
(
t+ i

ε

2n, U
n
t+i ε2n−

(ωt) + uh1[t+i ε2n ,T ]
)
· h

φ′′i (u, ω) =t h∇2
ωF

(
t+ i

ε

2n, U
n
t+i ε2n

(ωt) + uh1[t+i ε2n ,T ]
)
· h.

So, using the above arguments we can apply the Itô formula to Equation (3.3.10) on Ω1. We
denote by i(s) the index such that s ∈ [(i(s)− 1) ε

2n , i(s)
ε

2n) and summing on i we obtain that
n∑
i=1

Zn
(
i
ε

2n

)
− Zn

(
i
ε

2n−
)

=
∫ ε

2

0
∇ωF

(
t+ i(s) ε2n, U

n
t+i(s) ε

2n−
+
(
W (s)−W ((i(s)− 1) ε2n)

)
h1[t+i(s) ε

2n ,T ]
)

dWs

+ 1
2

∫ ε
2

0

〈
h,∇2

ωF
(
t+ i(s) ε2n, U

n
t+i(s) ε

2n−
+
(
W (s)−W ((i(s)− 1) ε2n)

)
h1[t+i(s) ε

2n ,T ]
)
· h
〉

ds.

Since the first derivative is bounded, according to Equation (3.3.7), the stochastic integral is a
martingale, so taking expectation leads to

E
[
n∑
i=1

Zn
(
i
ε

2n

)
− Zn

(
i
ε

2n−
)]
≥ α

ε

2 .

Zn
(

(i+ 1) ε2n−
)
− Zn

(
i
ε

2n

)
= ψ

(
ε

2n

)
− ψ(0)

where
ψ(u) = F

(
t+ i

ε

2n + u, Un
t+i ε2n

)
is right-differentiable with right derivative

ψ′(u) = DF
(
t+ i

ε

2n + u, Un
t+i ε2n

)
.

Since F ∈ C0,0
l ([0, T ]), ψ is left-continuous and the fundamental theorem of calculus yields
n−1∑
i=0

Zn
(

(i+ 1) ε2n−
)
− Zn

(
i
ε

2n

)
=
∫ ε

2

0
DF

(
t+ s, Un

t+(i(s)−1) ε
2n

)
ds.

The integrand converges to DF (t + s, Ut+s) = 0 as n → ∞, since DF (t + s, ω) = 0 whenever
ω is continuous. Since this term is also bounded, by the dominated convergence theorem∫ ε

2

0
DF

(
t+ s, Un

t+(i(s)−1) ε
2n

)
ds→ 0 as n→∞.

Since F (t, ω) = 0 whenever ω is a continuous path, then Z( ε
2n) = 0. Conversely, since all

derivatives of F in Equation (3.3.9) are bounded, by the dominated convergence theorem we can
take expectations throughout Equation (3.3.9) with respect to the Wiener measure and obtain
that α ε

2n = 0, which is a contradiction.



Section 3.3. Pathwise derivatives of an adapted process Page 29

Remark 3.3.4. This result enables us to define the class C1,2
b (WT ) of non-anticipative functionals

such that their restriction toWT fulfills the conditions of Theorem 3.3.3 without having to extend
to the entire space ΛT .

As a result, putting together this with the proof of the change of variable formula for functionals
of continuous paths, Theorem 3.2.1, we have the following result:

Theorem 3.3.5 (Pathwise change of variable formula for C1,2
b (WT ) functionals). For any F ∈

C1,2
b (WT ), ω ∈ C0([0, T ],Rd) ∩Qπ([0, T ],Rd) the limit

∫ T

0
∇ωF (t, ωt)dπω := lim

n→∞

k(n)−1∑
i=0
∇ωF

(
tni , ω

n
tni −

) (
ω
(
tni+1

)
− ω (tni )

)
(3.3.11)

exists and

F (T, ωT )− F (0, ω0) =
∫ T

0
DF (t, ωt)dt+

∫ T

0
∇ωF (t, ωt)dπω + 1

2

∫ T

0
tr
(
t∇2

ωF (t, ωt)d[ω]
)
.

Remark 3.3.6. We note that for the change of variable formula to hold we only need to have
the finite quadratic variation property, this does not require the process to be semimartingale.



Chapter 4
Extension to square-integrable

functionals and pathwise hedging of
options
In this chapter, we let M2(X) be the space of square-integrable FXt -martingales with initial
value zero. We now extend the operator (vertical derivative) ∇X to a continuous functional
on M2(X). Given a square-integrable Itô process X, we extend the pathwise functional Itô
calculus to weak calculus for non-anticipative functionals whose domain of applicability includes
all square-integrable semimartingales adapted to the filtration FXt generated by X.

4.1 Weak derivatives

We denote byX : [0, T ]×D([0, T ],Rd)→ Rd a continuous, Rd-valued semimartingale defined on
a probability space (Ω,F ,P). We consider the canonical space D([0, T ],Rd), and X(t, ω) = ω(t)
to be the coordinate process. We denote by (FXt )t≥0 the natural filtration of X and C1,2

b (X) the
set of (FXt )-adapted process Y which admit a functional representation in C1,2

b (ΛT ):

C1,2
b (X) = {Y : ∃F ∈ C1,2

b (ΛT ), Y (t) = F (t,Xt) dt× dP− a.e.} (4.1.1)

We assume that

[X](t) =
∫ t

0
A(u)du (4.1.2)

for some cádlág process A with values in S+
d .

Any non-anticipative functional F : ΛT → R applied to X generates an FXt -adapted process

Y (t) = F (t,Xt) = F (t, {X(u ∧ t), u ∈ [0, T ]}). (4.1.3)

The functional representation of the process Y is not unique. Y is not affected by the values
taken by F outside WT , meanwhile the definition of the vertical derivative ∇ωF depends on the
value of F for paths such as ω + e1[t,T ] which is not continuous. Now we recall the definition of
vertical derivative of a process:

Definition 4.1.1 (Vertical derivative of a process). Define C1,2
loc(X) the set of Ft-adapted process

Y which admit a functional representation in C1,2
loc(ΛT ):

C1,2
loc(X) = {Y, ∃F ∈ C1,2

loc(ΛT ), Y (t) = F (t,Xt) dt× dP− a.e.}. (4.1.4)

30
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In the case where X is a standard Brownian motion this construction is still applicable, and gives
the existence of a vertical derivative of processes for C1,2

loc(ΛT ) Brownian functionals:

Definition 4.1.2 (Vertical derivative of non-anticipative Brownian functionals). Let W be a
standard d-dimensional Brownian motion. For any Y ∈ C1,2

loc(W ) with representation Y (t) =
F (t,Wt), the predictable process

∇WY (t) = ∇ωF (t,Wt)

is uniquely defined up to an evanescent set, independently of the choice of F ∈ C1,2
loc(ΛT ).

The vertical derivative ∇X defines a linear operator

∇X : C1,2
b (X)→ C1,2

l (X)

which maps any process Y ∈ C1,2
b (X) to an FXt -adapted process ∇XY . This linear operator

is defined on the algebra of smooth functionals C1,2
b (X), with the following properties: for any

Y, Z ∈ C1,2
b (X) and any FXt -predictable process λ, we have

1. FXt -linearity: ∇X(Y + λZ)(t) = ∇XY (t) + λ(t)∇XZ(t).

2. Differentiation of products: ∇X(Y Z)(t) = Z(t)∇XY (t) + Y (t)∇XZ(t).

3. Composition rule: If U ∈ C1,2
b (Y ), then U ∈ C1,2

b (X) and ∀ ∈ [0, T ],

∇XU(t) = ∇YU(t) · ∇XY (t).

The operator ∇X has crucial links with the Itô stochastic integral, given by the following propo-
sition:

Proposition 4.1.3. For any local martingale Y ∈ C1,2
loc(X) we have the representation

Y (T ) = Y (0) +
∫ T

0
∇XY dM (4.1.5)

where M is the local martingale component of X.

Proof. Since Y ∈ C1,2
loc(X), there exists F ∈ C1,2

loc(WT ) such that Y (t) = F (t,Xt). Theorem
3.2.6 then implies that for any t ∈ [0, T ), we have

Y (t)− Y (0) =
∫ t

0
DF (u,Xu)du+ 1

2

∫ t

0
tr
(
t∇2

ωF (u,Xu)d[X](u)
)

+
∫ t

0
∇ωF (u,Xu)dZ(u) +

∫ t

0
∇ωF (u,Xu)dM(u). (4.1.6)

Since F is a locally regular non-anticipative functional, all the terms of Equation (4.1.6) are
continuous process with finite variation while the last is a continuous local martingale. By
uniqueness of the semimartingale decomposition of Y , we have Y (t) =

∫ t
0 ∇ωF (u,Xu)dM(u).

Since F ∈ C1,2
l ([0, T ]), Y (t) → F (T,XT ), as t → T so the stochastic integral is well defined

for t ∈ [0, T ].

Now we explore how it links with the martingale representation theorem.
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4.2 Martingale representation formula

From Tikanmäki (2013) and Bender et al. (2008), introduce the concept of full support which
means that any path of a stochastic process is possible. We give the following definitions:

Definition 4.2.1. The support of X ∈ (FXt )t∈[0,T ], denoted by supp(P(X)), is a closed subset
of Cx0 with P−null complement, such that P(G) > 0 for all open subsets G of Cx0 having
non-empty intersection with it.

The process X has full support if

supp(P(XT )) = Cx0 . (4.2.1)

We assume that the following small ball condition is verified:

Given η ∈ Cσ,x0 and ε ≥ 0

P(‖X − η‖∞ < ε) > 0 (4.2.2)

Definition 4.2.2 (Discounted market model). A five-tuple (Ω,F , X, (Ft)t∈[0,T ],P) is called a
discounted market model if (Ω,F , (Ft)t∈[0,T ],P) is a filtered probability space satisfying the usual
conditions and X = (Xt)t∈[0,T ] is an (Ft)t∈[0,T ] progressively measurable quadratic variation
process with continuous paths starting from x0.

Let σ : R→ R be a continuously differentiable function with linear growth.

Definition 4.2.3. Let fσ be the unique solution to the ODE

f ′(x) = σ(f(x)), f(0) = x0.

Since σ is continuously differentiable, fσ belongs to C2(R) and

f ′′σ (x) = f ′σ(x)σ′(fσ(x)).

Define the space
Cσ,x0 = {fσ(θ(·)) | θ ∈ C([0, T ]), θ(0) = 0}.

Definition 4.2.4 (Model classMσ). The model classMσ corresponding to σ is defined to be
the class of discounted market models satisfying the quadratic variation property

d[X](t) = σ2(Xt)dt a.s.

and the non-degeneracy property: P(X ∈ Cσ,x0) = 1 and X has full support in Cx0 .

The functional Itô formula given by Equation (3.2.9) leads to an explicit martingale representation
formula for FXt −martingales. This may be looked at as a non-anticipative version of the Clark-
Haussmann-Ocone formula.

We now consider the case where X is a Brownian martingale

X(t) = x0 +
∫ t

0
σ(u)dWu,
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where σ is an FWt -adapted process satisfying

E
(∫ T

0
‖σ(t)‖2 dt

)
<∞, det(σ(t)) 6= 0 dt× dP− a.e. (4.2.3)

Let X be a square-integrable martingale with the predictable representation property. Let
(FXt )t∈[0,T ] be the filtration generated by X, for any square-integrable FXt -measurable random
variable H such that E|H| < ∞, alternatively, any square-integrable FXt -martingale Y defined
by Y (t) = E[H|Ft].

Theorem 4.2.5. If Y ∈ C1,2
b (X), then

Y (T ) = E[Y (T )] +
∫ T

0
∇ωF (t, ωt)dXt,

where Y (t) = F (t, ωt) and the stochastic integral is the Itô integral.

We now define the following spaces:

Definition 4.2.6. Tikanmäki (2013) We call L2(X) the Hilbert space of FXt −predictable pro-
cesses φ such that

‖φ‖2
L2(X) = E

[∫ T

0
φ2(t)d[X](t)

]
<∞.

Definition 4.2.7. We callM2(X) the space of square-integrable FXt −martingales and is defined
by

M2(X) = {Y =
∫ ·

0
φ(t)dXt | φ ∈ L2(X)},

equipped with the norm ‖Y ‖2
2 = E [Y (T )2].

We define the space D(X) as

D(X) := C1,2
b (X) ∩M2(X).

This space consist of FXt −adapted processes which admits a C1,2−representation and are also
taken from the space of square-integrable stochastic integrals with respect to X.

This definitions plays a major role in the computation of the Greeks, which will be covered in the
next chapter.

Theorem 4.2.8. The vertical derivative ∇X : D(X)→ L2(X) admits a closure inM2(X). Its
closure is a bijective isometry

∇X :M2(X)→ L2(X)∫ ·
0
φdX → φ

characterised by the property that, for any Y ∈M2(X), ∇XY is the unique element of L2(X)
such that

∀Z ∈ D(X) E[Y (T )Z(T )] = E
[∫ T

0
∇XY (t)∇XZ(t)d[X](t)

]
. (4.2.4)
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In particular, ∇X is the adjoint of the Itô stochastic integral

IX : L2(X)→M2(X)

φ→
∫ ·

0
φdX

in the following sense: ∀φ ∈ L2(X), ∀Y ∈M2(X)

E
[
Y (T )

∫ T

0
φdX(t)

]
= E

[∫ T

0
∇XY (t)φ(t)d[X](t)

]
. (4.2.5)

Remark 4.2.9. This can be understood as an integration by by parts formula on [0, T ] ×
D([0, T ],Rd) with respect to the measure d[X]× dP.

Proof. Any Y ∈M2(X) may be written as Y (t) =
∫ t

0
φ(s)dXs with the integrand φ ∈ L2(X),

which is defined uniquely on d[X] × dP a.e. The Itô isometry formula then guarantees that
Equation (4.2.4) holds for φ. To show that Equation (4.2.4) uniquely characterizes φ, we consider
ψ ∈ L2(X) which satisfies Equation (4.2.4) also, denoting IX(ψ) =

∫ ·
0 ψdX its stochastic integral

with respect to X, then Equation (4.2.4) implies that

∀Z ∈ D(X), 〈IX(ψ)− Y, Z〉M2(X) = E
[(
Y (T )−

∫ T

0
ψdX

)
Z(T )

]
= 0

which implies IX(ψ) = Y d[X]×dP a.e., since by construction D(X) is dense inM2(X). Hence,
∇ω : D(X)→ L2(X) is closable onM2(X).

Remark 4.2.10. ∇X extends the pathwise vertical derivative ∇ω to a weak derivative defined
for all square-integrable martingales, which is the inverse of the Itô integral IX with respect to
X:

∀φ ∈ L2(X), ∇X

(∫ ·
0
φdX

)
= φ

holds in the sense of equality in L2(X).

This result helps us in computing the sensitivity of the price of an underlying asset, which is done
in the next chapter.

Suppose that X is a continuous martingale with respect to its filtration (FXt )t∈[0,T ]. Let H ∈ L1

be FXT −measurable random variable and Y (t) = E
[
H|FXt

]
. If Y ∈ C1,2

b (X) such that Y (t) =
F (t,Xt) then by Theorem 4.2.8 for all t ∈ [0, T ] we have the representation

Y (t) = E[Y (t)] +
∫ t

0
∇ωF (s,Xs)dXs

= F (0, X0) +
∫ t

0
∇ωF (s,Xs)dXs,

where the stochastic integral is the Itô integral, and the first term can be understood as the
initial capital. We now extend the hedging result to the model class Mσ for the functional F .
This differs to the martingale case in the sense that the first term (initial capital) can not be
understood as an expectation and the stochastic integral is understood as the Föllmer integral
not the Itô integral.
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Theorem 4.2.11. Tikanmäki (2013) Let (Ω,F , X, (Ft)t∈[0,T ],P) ∈Mσ such that Y ∈ C1,2
b (X)

with Y (t) = F (t,Xt). Then for all (Ω̃, F̃ , Z, (F̃)t∈[0,T ], P̃) ∈Mσ and for all t ∈ [0, T ]

F (t, Zt) = F (0, Z0) +
∫ t

0
∇ωF (s, Zs)dZs, P̃− a.s.

with the stochastic integral is in this case the Föllmer integral.

Proof. For the continuous semimartingale X, according to Equation (3.2.9) we have

F (t, Zt)− F (0, Z0) =
∫ t

0
DF (u, Zu)du+ 1

2

∫ t

0
∇2
ωF (u, Zu)d[Z](u) +

∫ t

0
∇ωF (u, Zu)dZu

where the last term is now understood as the Föllmer integral. Now, we prove this result by
contradiction. Assume that there exists Ω̃1 ⊂ Ω with P̃(Ω̃1) > 0 such that∣∣∣∣∫ t

0
DF (u, Zu)du+ 1

2

∫ t

0
∇2
ωF (u, Zu)d[Z](u)

∣∣∣∣ > ε > 0

in Ω̃1. On the other hand, for Z ∈ Cσ,x0 , P̃(Z) = 1. Thus, there exists X ∈ Cσ,x0 with quadratic
variation given by d[X](u) = σ2(Xu)du such that∣∣∣∣∫ t

0
DF (u,Xu)du+ 1

2

∫ t

0
∇2
ωF (u,Xu)d[X](u)

∣∣∣∣ > ε > 0.

Let (Xn)∞n=1 ⊂ Cσ,x0 with d[Xn](u) = σ2(Xn
u )du such that Xn → X in the supremum norm.

We recall that DF and ∇2
ωF are continuous at fixed times and locally bounded. Thus, by the

dominated convergence theorem∫ t

0
DF (u,Xn

u )du+ 1
2

∫ t

0
∇2
ωF (u,Xu)σ2(Xn

u )du→
∫ t

0
DF (u,Xu)du+ 1

2

∫ t

0
∇2
ωF (u,Xu)d[X](u),

as n → ∞. Thus, each path ω̃ ∈ Ω̃1 has a surrounding small ball Bω̃ ⊂ Cσ,x0 and B′ω̃ = {X ∈
Bω̃ | d[X](u) = σ2(Xu)du} such that for ξ ∈ B′ω̃, we have∣∣∣∣∫ t

0
DF (u, ξu)du+ 1

2

∫ t

0
∇2
ωF (u, ξu)d[ξ](u)

∣∣∣∣ > ε

2 . (4.2.6)

By the full support property we have that

P(Xu ∈ B′ω̃) = P(Xu ∈ Bω̃) > 0.

On the other hand, by comparing Equation (3.2.9) and Theorem 4.2.5, we have∫ t

0
DF (u,Xu)du+ 1

2

∫ t

0
∇2
ωF (u,Xu)d[X](u) = 0 P− a.s. (4.2.7)

Hence, Equation (4.2.6) and (4.2.7) shows that P̃(Ω̃1) = 0, which is a contradiction. Thus, the
claim holds P̃−a.s.



Section 4.2. Martingale representation formula Page 36

Example 4.2.12. Let H =
∫ T

0 Xtdt. Then

Y (t) = E[H|FXt ] =
∫ t

0
Xsds+ (T − t)Xt ∈ C1,2

b (X).

Thus, the functional F (t,Xt) =
∫ t

0
Xsds+ (T − t)Xt. Then we have

DF (t,Xt) = 0

and
∇ωF (t,Xt) = T − t.

Hence, ∫ T

0
Zsds = TZ(0) +

∫ T

0
(T − s)dZs,

the stochastic integral is understood in the Föllmer sense.

Example 4.2.13. Let X be a continuous path and F be a cylindrical functional such that ∇ωF
is a cylindrical integrand. Then ∇2

ωF = 0 and DF = 0 and Equation (3.2.9) implies that

F (t,Xt) = F (0, X0) +
∫ t

0
∇ωF (s,Xs)dXs.

Remark 4.2.14. For cylindrical functionals of the type in Example 4.2.13, we realize that we do
not need the support property to obtain the hedging strategy. Thus, we realise that the hedging
strategy is not only robust in model classMσ but for all quadratic variation models.

We require the following lemma for the proof of the next theorem:

Lemma 4.2.15. Tikanmäki (2013) Let F ∈ C1,2
b and X ∈ Cσ,x0 . Then the mapping

Cσ,x0 → C([0, T ])

X 7→
∫ ·

0
∇ωF (s,Xs)dXs

is continuous.

Proof. Let (Xn)∞n=0 ⊂ Cσ,x0 such that d[Xn](u) = σ2(Xn
u )du be a sequence that converges to

X in the supremum norm. By the functional change of variables formula, Equation (3.2.9), we
obtain that∫ t

0
∇ωF (s,Xs)dXs −

∫ t

0
∇ωF (s,Xn

s )dXn
s = F (t,Xt)− F (t,Xn

t )− 1
2

∫ t

0
∇2
ωF (s,Xs)d[X](s)

+ 1
2

∫ t

0
∇2
ωF (s,Xn

s )d[Xn](s)−
∫ t

0
DF (s,Xs)ds+

∫ t

0
DF (s,Xn

s )ds.

We recall that F is continuous at fixed times. Thus, F (t,Xn
t ) → F (t,Xt). Then second-order

vertical derivative, ∇2
ωF is also a functional and is locally bounded and continuous at fixed times,

and σ is a function with linear growth. Thus, by the dominated convergence theorem, we get∫ t

0
∇2
ωF (s,Xn

s )d[Xn](s) =
∫ t

0
∇2
ωF (s,Xn

s )σ2(Xn
s )ds

→
∫ t

0
∇2
ωF (s,Xs)σ2(Xs)ds =

∫ t

0
∇2
ωF (s,Xs)d[X](s).
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We also recall that DF is locally bounded and continuous at fixed times. Thus, by the dominated
convergence theorem, we get∫ t

0
DF (s,Xn

s )ds→
∫ t

0
DF (s,Xs)ds.

Thus, the mapping is continuous and hence, completes the proof.

We commence by giving the definition of a hindsight factor:

Definition 4.2.16. A mapping g : [0, T ]× Cσ,x0 → R is a hindsight factor if:

1. g(t, η) = g(t, η̃) whenever η(s) = η̃(s) for all 0 ≤ s ≤ t,

2. for every η ∈ Cσ,x0 , g(·, η) is of bounded variation and continuous,

3. for every continuous function f , there exists a constant K such that∣∣∣∣∫ t

0
f(s)dg(s, η)−

∫ t

0
f(s)dg(s, η̃)

∣∣∣∣ ≤ K max
0≤r≤t

|f(r)| ‖η − η̃‖∞ .

Remark 4.2.17. Property 1 is the assumption that the factors contains no information about
the future stock prices. Property 2 and 3 insures continuity as the integrands are not continuous,
naturally.

Suppose that the hindsight factors gi, i = 1, . . . , n and a function ϕ : [0, T ]×R×Rn → R are
given. We consider strategies of the form

Φt = ϕ(t,Xt, g1(t,Xt), . . . , gn(t,Xt)). (4.2.8)

Here, Φt denotes the number of stocks held at time t by an investor, and we call Φt the allowed
strategy. Thus, the wealth process corresponding to the allowed strategy Φ is

Vt(Φ, v0, X) = v0 +
∫ t

0
ΦudXu,

where v0 ∈ R denotes the investor’s initial capital. We note that the stochastic integral is the
Föllmer’s integral, which is defined as the limit of forward sums. Hence, this definition has a
similar meaning to the classical case of self-financing portfolio.

Definition 4.2.18. A strategy Φ is called smooth if it is of the form (4.2.8) with ϕ ∈ C1([0, T ]×
R × Rn) and it is no-doubling-strategies-admissible in the classical sense, that is, there exists a
constant a > 0 such that for all t ∈ [0, T ],∫ t

0
ΦudXu ≥ −a P− a.s.

Now, we recall that a strategy Φ is an arbitrage in the market model (Ω,F , X, (FXt )t∈[0,T ],P) if

VT (Φ, 0, X) ≥ 0 P− a.s. and P(VT (Φ, 0, X) > 0) > 0.
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Lemma 4.2.19. Let 0 ≤ t ≤ T and let Φ be a smooth strategy induced by ϕ in the market
(Ω,F , X, (FXt )t∈[0,T ],P) ∈Mσ. Then for 0 ≤ t ≤ T , we have

Vt(Φ, v0, X) = v0 + V (t,X, ϕ) P− a.s.

Moreover, the map

Cσ,x0 → C([0, T ])
η 7→ V (·, η, ϕ)

is continuous.

Proof. See Bender et al. (2008) for the proof.

The next result is important such that it is in some sense a non-probabilistic version of the
uniqueness part of the martingale representation theorem.

Theorem 4.2.20. Tikanmäki (2013) Let (Ω,F , X, (FXt )t∈[0,T ],P) ∈Mσ be a discounted market
model such that X is a continuous and square-integrable martingale. Let a claim H ∈ FXt such
that E[H2] < ∞. Assume that H can be hedged using an allowed strategy (4.2.8), such that
Φt ∈ L2(X). Assume also that Y (t) = E[H|FXt ] ∈ D(X) such that for F ∈ C1,2

b we have
Y (t) = F (t,Xt). Then for all X ∈ Cσ,x0 satisfying d[X](s) = σ2(Xs)ds and t ∈ [0, T ]∫ t

0
∇ωF (s,Xs)dXs =

∫ t

0
ϕ(s,Xs, g1(s,Xs), . . . , gn(s,Xs))dXs.

Proof. We write ψ(t,Xt) = ϕ(t,Xt, g1(t,Xt), . . . , gn(t,Xt)). Then we prove this result by
contradiction. Assume that for some X ∈ Cσ,x0 satisfying d[X](s) = σ2(Xs)ds and some
t ∈ [0, T ] ∣∣∣∣∫ t

0
ψ(s,Xs)dXs −

∫ t

0
∇ωF (s,Xs)dXs

∣∣∣∣ = ε > 0.

Without any loss of generality, we assume that t < T . We now use the property (4.2.2) and
Lemma 4.2.19 to obtain that

P
(∫ t

0
ψ(s,Xs)dXs 6=

∫ t

0
∇ωF (s,Xs)dXs

)
> 0. (4.2.9)

On the other hand, by the assumptions∫ T

0
ψ(s,Xs)dXs = H − E[H] =

∫ T

0
∇ωF (s,Xs)dXs.

Now, by the Itô isometry

E
[∫ T

0
(ψ(s,Xs)−∇ωF (s,Xs))2σ2(Xs)ds

]
= 0.

Since σ2(Xs) 6= 0, this implies that

ψ(s,Xs) = ∇ωF (s,Xs).
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Thus, for all t ∈ [0, T ]

P
(∫ t

0
ψ(s,Xs)dXs =

∫ t

0
∇ωF (s,Xs)dXs

)
= 1,

which contradicts Inequality (4.2.9). Hence, the proof is complete.

Example 4.2.21. The continuous average can be represented using the following non-anticipative
functional

F (t,Xt) = 1
T

∫ t

0
Xsds+ T − t

T
Xt.

If X is a martingale, then (F (t,Xt))t∈[0,T ] is also a martingale. Thus

∇ωF (t,Xt) = T − t
T

is a pathwise hedging strategy. We note that

∇2
ωF (t,Xt) = 0

and
DF (t,Xt) = 0.

Hence, the following integral representation holds for X without referencing the property (4.2.2)
1
T

∫ T

0
Xsds = X0 +

∫ T

0

T − s
T

dXs.

Example 4.2.22. The discrete average can be hedged using the cylindrical functional

F (t,Xt) =
N∑
i=1

fi(t,Xt, X(t0), . . . , X(ti−1))1(ti−1,ti],

where

fi(t,Xt, X(t0), . . . , X(ti)) = 1
N + 1

i−1∑
j=0

X(tj) + t− ti−1

ti − ti−1
Xt

 ,
where tj = j

N
, j = 0, . . . , N . Now, the derivatives are

∇ωF (t,Xt) = N

N + 1

N∑
i=1

(t− ti−1)1(ti−1,ti](t),

∇2
ωF (t,Xt) = 0,

and

DF (t,Xt) = N

N + 1Xt.

Hence, the following change of variable holds

1
N + 1

N∑
j=0

X(tj) = x0 + N

N + 1

∫ T

0

N∑
j=1

(s− tj−1)1(tj−1,tj ](s)dXs + N

N + 1

∫ T

0
Xsds.

This gives the hedging strategy for the difference of discrete and continuous averages.
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4.3 Euler approximations for path-dependent SDEs

In this section we consider the following distance structure, d, defined on ΛT :

d((t, ω), (t′, ω′)) := sup
u∈[0,T ]

|ω(u ∧ t)− ω′(u ∧ t′)|+
√
|t− t′| = ‖ωt − ω′t′‖∞ +

√
|t− t′|.

We consider the general SDE with path-dependent coefficients

dX(t) = b(t,Xt)dt+ σ(t,Xt)dWt, (4.3.1)

where X(0) = x0 ∈ Rd,

b : ΛT → Rd

σ : ΛT →Md(R)

are non-anticipative functionals, assumed to be Lipschitz continuous with respect to the distance
d.

Assumption 4-A. (Lipschitz continuity of coefficients) The non-anticipative functionals

b : (ΛT , d)→ Rd

σ : (ΛT , d)→Md(R)

are Lipschitz continuous if

∀t, t′ ∈ [0, T ], ∀ω, ω′ ∈ D([0, T ],Rd), ∃κ > 0,

such that

|b(t, ω)− b(t′, ω′)|+ ‖σ(t, ω)− σ(t′, ω′)‖ ≤ κd((t, ω), (t′, ω′)).

Remark 4.3.1. This Lipschitz condition allows for a Hölder smoothness of degree 1/2 in t. The
conditions are weaker than the case where the distance d∞ is used in place of the distance d.

Remark 4.3.2. Assumption 4-A is still strong. The next proposition holds under weaker condi-
tions. For instance, the Hölder condition with respect to the differences in t can be by the weaker
condition:

sup
t∈[0,T ]

|b(t, 0̄)|+
∥∥∥σ(t, 0̄)

∥∥∥ <∞
where 0̄ denotes the path which takes constant value 0.

The pathwise version of the famous Burkholder-Davis-Gundy (BDG) inequalities is given by the
following theorem

Theorem 4.3.3 (Burkholder-Davis-Gundy (BDG) inequalities). For 1 ≤ p < ∞, there exist
constants ap, bp < ∞ such that the following holds: for every N ∈ N and every martingale
(xk)Nk=0

E[X]
p
2
N ≤ apE [(X∗N)p] , E [(X∗N)p] ≤ bpE[X]

p
2
N . (4.3.2)
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Now, the following result is useful for the proof of the next proposition: Given real numbers
xn, hn, n ∈ N, we write

x∗n := max
k≤n
|xk|, [x]n := x2

0 +
n−1∑
k=0

(xk+1 − xk)2, (h · x)n :=
n−1∑
k=0

hk(xk+1 − xk).

Proposition 4.3.4. Under Assumption 4-A, there exists a unique FXt -adapted process X satis-
fying (4.3.1). Moreover for p ≥ 1, we have

E
[
‖XT‖2p

∞

]
≤ C(1 + |x0|2p)eCT (4.3.3)

for some constant C depending on p, T and κ.

Proof. (Protter, 2004, Chapter 5, Theorem 7) shows the existence and uniqueness of this result.
We want to show that the Inequality (4.3.3) holds. Using the Burkholder-Davis-Gundy and
Hölder’s inequalities, we have

E
[
‖XT‖2p

∞

]
≤ C(p)

(
|x0|2p + E

[(∫ T

0
|b(t,Xt)|2dt

)p]
+ E

[(∫ T

0
‖σ(t,Xt)‖2 dt

)p])
.

By Hölder’s inequality, ‖f‖p = (
∫
s |f |pdµ)

1
p , we have

E
[
‖XT‖2p

∞

]
≤ C(p, T )

(
|x0|2p + E

[∫ T

0
|b(t,Xt)|2pdt

]
+ E

[∫ T

0
‖σ(t,Xt)‖2p dt

])

≤ C(p, T )
(
|x0|2p + E

[∫ T

0
(|b(t,Xt)|+ ‖σ(t,Xt)‖)2p dt

])
.

According to the weaker condition in the remark above, we have

E
[
‖XT‖2p

∞

]
≤ C(p, T )

(
|x0|2p + E

[∫ T

0

(
|b(0, 0̄)|+

∥∥∥σ(0, 0̄)
∥∥∥+ κ(

√
t+ ‖Xt‖∞)

)2p
dt
])

,

by Hölder’s inequality we have

E
[
‖XT‖2p

∞

]
≤ C(p, T, κ)

(
|x0|2p + 1 +

∫ T

0
E ‖Xt‖2p

∞ dt
)
.

Gronwall’s inequality yields the result.

4.4 Euler approximations as non-anticipative functionals

We consider an Euler approximation for the path-dependent SDE (4.3.1) and study its properties
as a non-anticipative functional. Suppose that n ∈ N, δ = T

n
. Then the Euler approximation X̄

of X on (tj = jδ, j = 0, . . . , n) as its grid is defined as follows
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Definition 4.4.1 (Euler scheme). For ω ∈ D([0, T ],Rd), we denote by X̄(ω) ∈ D([0, T ],Rd)
the piecewise-constant Euler approximation for (4.3.1) computed along the path ω, defined as
follows:
X̄(ω) is constant in each interval [tj, tj+1) ∀0 ≤ j ≤ n− 1 with X̄(0, ω) = x0 and

X̄(tj+1, ω) = X̄(tj, ω) + b(tj, X̄tj(ω))δ + σ(tj, X̄tj(ω))(ω(tj+1−)− ω(tj−)), (4.4.1)

where X̄t(ω) = X̄(t ∧ ·, ω) and by convention ω(0−) = ω(0).

Remark 4.4.2. When the approximation is computed along the path of the Brownian motion
W , X̄(W ) is the piecewise-constant Euler-Maruyama scheme, Pardoux and Talay (1985) for the
SDE (4.3.1).

By definition the path X̄(ω) depends only on a finite number of increments of ω:

ω(t1−)− ω(0), . . . , ω(tn−)− ω(tn−1−).

We define a map
pn : Md,n(R)→ D([0, T ],Rd)

such that for ω ∈ D([0, T ],Rd) we have

pn (ω(t1−)− ω(0), ω(t2−)− ω(t1−), . . . , ω(tn−)− ω(tn−1−)) =n X(ω). (4.4.2)

We now, denote the path pn(y) stopped at t by pn(t, y). Then the following lemma shows that
the map pn : Md,n(R)→ (D([0, T ],Rd), ‖·‖∞) is locally Lipschitz continuous:

Lemma 4.4.3. For every η > 0, there exists a constant C depending on η, T and κ such that
for any y = (y1, . . . , yn), y′ = (y′1, . . . , y′n) ∈Md,n(R),

max
1≤κ≤n

|yκ| ∨ |y′κ| ≤ η ⇒ ‖pn(y)− pn(y′)‖∞ ≤ C(η, T, κ) max
1≤κ≤n

|yκ − y′κ|.

Proof. The paths pn(y) and pn(y′) are constructed such that are stepwise constant, it suffices
to show the inequality at times (tj)0≤j≤n. By mathematical induction we show that

‖pn(tj, y)− pn(tj, y′)‖∞ ≤ C(η, T, κ) max
1≤κ≤n

|yκ − y′κ| (4.4.3)

with some constant C depending on η, T and κ. For j = 0, we clearly have p(y)(0) = p(y′)(0) =
x0. Assume that the Inequality (4.4.3) is verified for some 0 ≤ j ≤ n− 1, we consider

‖pn(tj+1, y)− pn(tj+1, y
′)‖∞ ,

we have
pn(tj+1, y) = pn(tj, y) + b(tj, pn(tj, y))δ + σ(tj, pn(tj, y))yj+1

and
pn(tj+1, y

′) = pn(tj, y′) + b(tj, pn(tj, y′))δ + σ(tj, pn(tj, y′))y′j+1.
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Thus

|pn(tj+1, y)− pn(tj+1, y
′)| ≤ |pn(tj, y)− pn(tj, y′)|+ |b(tj, pn(tj, y))− b(tj, pn(tj, y′))|δ

+ ‖σ(tj, pn(tj, y))‖ |yj+1 − y′j+1|+ ‖σ(tj, pn(tj, y))− σ(tj, pn(tj, y′))‖ |y′j+1|
≤ C(η, T, κ) max

1≤κ≤j
|yκ − y′κ|+ κC(η, T, κ) max

1≤κ≤j
|yκ − y′κ|δ

+
(∥∥∥σ(0, 0̄)

∥∥∥+ κ(
√
tj + ‖pn(tj, y)‖∞)

)
|yj+1 − y′j+1|

+ κηC(η, T, κ) max
1≤κ≤j

|yκ − y′κ|

≤ C(η, T, κ) max
1≤κ≤j+1

|yκ − y′κ|.

Then we have

‖pn(tj+1, y)− pn(tj+1, y
′)‖∞ ≤ C(η, T, κ) max

1≤κ≤j+1
|yκ − y′κ|,

And we conclude by mathematical induction.

4.5 Strong convergence

Lemma 4.5.1. Let Y1, . . . , Yn be non-negative random variables with the same distribution
satisfying E

[
eλYi

]
<∞ for some λ > 0. Then we have: For all p > 0,

‖max(Y1, . . . , Yn)‖p ≤
1
λ

(log n+ C(p, Y1, λ)).

The following result gives a uniform estimate of the discretization error, XT − X̄T to the path-
dependent SDE (4.3.1):

Proposition 4.5.2. For a path-dependent SDE (4.3.1) with coefficients satisfying Assumption
(4-A) we have the following estimate in L2p for the strong error of the piecewise-constant Euler-
Maruyama scheme:

E
[

sup
s∈[0,T ]

∥∥∥X(s)− X̄(s)
∥∥∥2p
]
≤ C(x0, p, T, κ)

(
1 + log n

n

)p
, ∀p ≥ 1

with constant C depending on x0, p, T and κ only.

Proof. We want to construct a Brownian interpolation X̂T of X̄T :

X̂(s) = x0 +
∫ s

0
b(u, X̄u)du+

∫ s

0
σ(u, X̄u)dWu,

where u =
⌊
u

δ

⌋
.
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X̂ is a continuous semimartingale and∥∥∥∥∥ sup
s∈[0,T ]

∣∣∣X(s)− X̄(s)
∣∣∣∥∥∥∥∥

2p
≤
∥∥∥∥∥ sup
s∈[0,T ]

∣∣∣X(s)− X̂(s)
∣∣∣∥∥∥∥∥

2p
+
∥∥∥∥∥ sup
s∈[0,T ]

∣∣∣X̂(s)− X̄(s)
∣∣∣∥∥∥∥∥

2p
. (4.5.1)

We consider the term
∥∥∥∥∥ sup
s∈[0,T ]

∣∣∣X(s)− X̂(s)
∣∣∣∥∥∥∥∥

2p
first. Using the BDG and Hölder’s inequality, we

have

E
∥∥∥XT − X̂T

∥∥∥2p

∞
≤ C(p)

E [∫ T

0

∣∣∣b(s,Xs)− b(s, X̂s)
∣∣∣ ds]2p

+ E
[∫ T

0

∥∥∥σ(s,Xs)− σ(s, X̄s)
∥∥∥2

ds
]p

≤ C(p, T )
(
E
[∫ T

0

∣∣∣b(s,Xs)− b(s, X̄s)
∣∣∣2p ds

]
+ E

[∫ T

0

∥∥∥σ(s,Xs)− σ(s, X̄s)
∥∥∥2p

ds
])

≤ C(p, T, κ)E
[∫ T

0

(
(s− s)p +

∥∥∥Xs − X̄s

∥∥∥2p

∞

)
ds
]

≤ C(p, T, κ)
(

1
np

+
∫ T

0
E
∥∥∥Xs − X̄s

∥∥∥2p

∞
ds
)
. (4.5.2)

Since X̄ is a piecewise-constant, then we used X̄s = X̄s. Now, we consider the second term∥∥∥∥∥ sup
s∈[0,T ]

∣∣∣X̂(s)− X̄(s)
∣∣∣∥∥∥∥∥

2p
. We note that

X̂(s)− X̄(s) = X̂(s)− X̂(s)
= b(s, X̄s)(s− s) + σ(s, X̄s)(W (s)−W (s)),

then we have ∥∥∥X̂T − X̄T

∥∥∥
∞
≤ C(T, κ)(1 +

∥∥∥X̄T

∥∥∥
∞

)
(

1
n

+ sup
s∈[0,T ]

|W (s)−W (s)|
)

and

E
∥∥∥X̂T − X̄T

∥∥∥2p

∞
≤ C(p, T, κ) 1

n2pE
[
(1 +

∥∥∥X̄T

∥∥∥
∞

)2p
]

+ C(p, T, κ)E
[
(1 +

∥∥∥X̄T

∥∥∥
∞

) sup
s∈[0,T ]

|W (s)−W (s)|
]2p

.

By the Cauchy-Schwarz inequality, we have

E
∥∥∥X̂T − X̄T

∥∥∥2p

∞
≤ C(p, T, κ)

(
1 +

√
E
∥∥∥X̄T

∥∥∥4p

∞

) 1
n2p +

√√√√E
[

sup
s∈[0,T ]

|W (s)−W (s)|
]4p
 .
(4.5.3)

Now, using Lemma 4.5.1, we have√√√√E
[

sup
s∈[0,T ]

|W (s)−W (s)|
]4p

≤ C(p, T )
(

1 + log n
n

)p
. (4.5.4)
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We consider E
∥∥∥X̄T

∥∥∥4p

∞
and using the BDG inequality, we have

E
∥∥∥X̄T

∥∥∥4p

∞
≤ E

∥∥∥X̂T

∥∥∥4p

∞

≤ C(p)
x4p

0 + E
[∫ T

0

∣∣∣b(s, X̄s)
∣∣∣ ds]4p

+ E
[∫ T

0

∥∥∥σ(s, X̄s)
∥∥∥2

ds
]2p


≤ C(x0, p, T )
(

1 +
∫ T

0

(
E
∣∣∣b(s, X̄s)

∣∣∣4p + E
∥∥∥σ(s, X̄s)

∥∥∥4p
)

ds
)

≤ C(x0, p, T, κ)
(

1 +
∫ T

0
E
∥∥∥X̄s

∥∥∥4p

∞
ds
)
.

From Gronwall’s inequality E
∥∥∥X̄T

∥∥∥4p

∞
is bounded by some constant depending only on x0, p, T

and κ. Hence, Equation (4.5.3) and (4.5.4) gives,

E
∥∥∥X̂T − X̄T

∥∥∥2p

∞
≤ C(x0, p, T, κ)

(
1 + log n

n

)p
. (4.5.5)

Now, we recall Equation (4.5.1) in expectation form

E
∥∥∥XT − X̄T

∥∥∥2p

∞
≤ E

∥∥∥XT − X̂T

∥∥∥2p

∞
+ E

∥∥∥X̂T − X̄T

∥∥∥2p

∞

≤ C(p)
(
E
∥∥∥XT − X̂T

∥∥∥2p

∞
+ E

∥∥∥X̂T − X̄T

∥∥∥2p

∞

)
. (4.5.6)

Using Equation (4.5.2) and (4.5.5) in Equation (4.5.6) we get

E
∥∥∥XT − X̄T

∥∥∥2p

∞
≤ C(x0, p, T, κ)

((
1 + log n

n

)p
+
∫ T

0
E
∥∥∥Xs − X̄s

∥∥∥2p

∞
ds
)
. (4.5.7)

We conclude by Gronwall’s inequality.

Corollary 4.5.3. Under Assumption (4-A), for all α ∈ [0, 1
2),

nα
∥∥∥XT − X̄T

∥∥∥
∞
→ 0, as n→∞− a.s.

Proof. Suppose that α ∈ [0, 1
2). For p large enough, by Proposition 4.5.2, we have

E

∑
n≥1

n2pα
∥∥∥XT − X̄T

∥∥∥2p

∞

 <∞.
Thus ∑

n≥1
n2pα

∥∥∥XT − X̄T

∥∥∥2p

∞
<∞− a.s.,

and nα
∥∥∥XT − X̄T

∥∥∥
∞
→ 0 as n→∞, almost surely.



Chapter 5
Greeks for path-dependent functionals

In this chapter, we compute the sensitivity of the price, also known as Greeks, because the most
common of these sensitivities are denoted by Greek letters (Delta, Gamma, Theta, etc.). The
Greeks are the quantities representing the sensitivity of the price of derivatives such as options to
a change in underlying parameters on which the value of an instrument or portfolio of financial
instruments is dependent. However, some are not denoted by Greek letters, for instance, the
Vega.

5.1 Path-dependent functionals

We consider a semimartingale X which can be represented as a solution of a stochastic differential
equation whose coefficients are allowed to be path-dependent, left-continuous functionals:

dXt = b(t,Xt)dt+ σ(t,Xt)dWt (5.1.1)

where b and σ are non-anticipative functionals with values in Rd and Rd×n, respectively, whose
coordinates are in C0,0

l (ΛT ) such that Equation (5.1.1) has a unique weak solution P on (Ω,F0).

This kind of processes are natural path-dependent extension of the class of diffusion processes.
Various conditions are required to ensure existence and uniqueness of solutions, such as functional
Lipschitz property and boundedness.

Proposition 5.1.1 (Strong solutions for path-dependent SDEs). Assume that the non-anticipative
functionals b and σ satisfy the following Lipschitz and linear growth conditions:

|b(t, ω)− b(t, ω′)|+ |σ(t, ω)− σ(t, ω′)| ≤ K sup
s≤t
|ω(s)− ω′(s)|, (5.1.2)

and

|b(t, ω)|+ |σ(t, ω)| ≤ K

(
1 + sup

s≤t
|ω(s)|+ |t|

)
(5.1.3)

for all t ≥ t0, ω, ω′ ∈ C0([0, t],Rd).

Then for any ξ ∈ C0([0, T ],Rd), the SDE (5.1.1) has a unique strong solution X with initial
condition Xt0 = ξt0 . The paths of X lie in C0([0, T ],Rd) and

1. There exists a constant C(T,K) such that, for any t ∈ [t0, T ]:

E
[

sup
s∈[0,t]

|X(s)|2
]
≤ C

(
1 + sup

s∈[0,t0]
|ξ(s)|2

)
eC(t−t0)

46
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2. ∫ t−t0

0

[
|b(t0 + s,Xt0+s)|+ |σ(t0 + s,Xt0+s)|2

]
ds < +∞ a.s.

3.
Xt −Xt0 =

∫ t−t0

0
b(t0 + s,Xt0+s)ds+

∫ t−t0

0
σ(t0 + s,Xt0+s)dws,

see Protter (2004) for the existence and uniqueness proofs.

Now, for the computation of the Greeks, we first let b(t,Xt) = rXt and σ(t,Xt) = σ(Xt) in
Equation (5.1.1), then we deal with the following path-dependent volatility model

dXt = rXtdt+ σ(Xt)dWt. (5.1.4)

The no-arbitrage price
F (t, Yt) = e−r(T−t)E[g(XT )|Yt], (5.1.5)

where g : ΛT → R is a functional.

The following result is very important in pricing and hedging path-dependent options with possible
path-dependent dynamics:

Theorem 5.1.2 (Pricing PDE). Let X follow Equation (5.1.4), with σ such that the SDE is well
defined, with instantaneous interest rate r, assume that the price of the option for the current
path Xt is a C1,2

b functional F (t,Xt), then

DF (t, Yt) + 1
2σ

2(Yt)∇2
ωF (t, Yt) + rYt∇ωF (t, Yt)− rF (t, Yt) = 0, (5.1.6)

with final condition F (T, YT ) = g(YT ).

The Equation (5.1.6) holds for any continuous path.

Proof. We apply the functional Itô formula to F (t,Xt):

dF = ∇ωF (t,Xt)dXt +DF (t,Xt)dt+ 1
2σ

2∇2
ωF (t,Xt)dt.

The portfolio Π of option F with a short position of ∇ωF stocks gives

dΠ = DF (t,Xt)]dt+ 1
2σ

2∇2
ωF (t,Xt)dt. (5.1.7)

This risk-less portfolio has to earn the instantaneous interest rate (in the no-arbitrage setup):

dΠ = r(F (t,Xt)−∇ωF (t,Xt)Xt)dt. (5.1.8)

Equations (5.1.7) and (5.1.8) gives

DF (t,Xt) + 1
2σ

2∇2
ωF (t,Xt)− r(F (t,Xt)−∇ωF (t,Xt)Xt) = 0

Remark 5.1.3. The Black-Scholes PDE also holds for path-dependent options. However, in this
case, the Greeks, namely, Delta, Gamma and Vega are path-dependent themselves.
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5.2 Delta

The Delta of a derivative contract is the sensitivity of its price with respect to the initial value of
the underlying asset. Hence, if F (t,Xt) denotes the price of the derivative at time t, its Delta is
given by ∇ωF (t,Xt).

Now, if we assume that r = 0, then Equation (5.1.5) reduces to

F (t, Yt) = E[g(XT )|Yt],

for any (t, Yt) ∈ ΛT . Now, we assume F is as smooth as necessary for us to perform some formal
computations. By the Pricing PDE, Theorem 5.1.2, we know that

DF (t, Yt) + 1
2σ

2(Yt)∇2
ωF (t, Yt) = 0, (5.2.1)

for any continuous Yt. We consider the tangent process given by

dZt = ∇ωσ(Xt)ZtdWt, (5.2.2)

where Z0 = 1. For r = 0, the volatility model reduces to,

dXt = σ(Xt)dWt. (5.2.3)

Now, we apply the Functional Itô Formula, Corollary 3.2.6 to ∇XF (t,Xt)Zt. We first note that
applying ∇ω to the Pricing PDE (5.2.1) yields

∇ω(DF (t, Yt)) + σ(Yt)∇2
ωF (t, Yt) + 1

2σ
2(Yt)∇3

ωF (t, Yt) = 0. (5.2.4)

In order for Equation (5.2.4) to hold we require that the following result holds:

Theorem 5.2.1. If F (t, Yt) = 0, for all Y continuous path, and F ∈ C1,1, then ∇ωF (t, Yt) = 0,
for all Y continuous.

Hence,

d(∇ωF (t,Xt)Zt) = Ztd(∇ωF (t,Xt)) +∇ωF (t,Xt)dZt + d(∇ωF (t,Xt))dZt. (5.2.5)

Applying Theorem 3.2.6 to ∇ωF (t,Xt) yields,

d(∇ωF (t,Xt)) = D(∇ωF (t,Xt))dt+∇ω(∇ωF (t,Xt))dXt + 1
2∇

2
ω(∇ωF (t,Xt))d[X].

= D(∇ωF (t,Xt))dt+∇2
ωF (t,Xt)dXt + 1

2∇
3
ωF (t,Xt)d[X]. (5.2.6)

Now, we substitute Equation (5.2.6) into Equation (5.2.5)

d(∇ωF (t,Xt)Zt) = Zt

[
D(∇ωF (t,Xt))dt+∇2

ωF (t,Xt)dXt + 1
2∇

3
ωF (t,Xt)d[X]

]
+∇ωF (t,Xt)dZt

+
[
D(∇ωF (t,Xt))dt+∇2

ωF (t,Xt)dXt + 1
2∇

3
ωF (t,Xt)d[X]

]
dZt.
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Next we substitute dZt into the above and noting that dWtdt = dtdWt = 0 and dWtdWt = dt,
we get

d(∇ωF (t,Xt)Zt) = D(∇ωF (t,Xt))Ztdt+∇2
ωF (t,Xt)ZtdXt + 1

2∇
3
ωF (t,Xt)Ztd[X]

+ ∇ωσ(Xt)
σ(Xt)

∇ωF (t,Xt)ZtdXt + σ(Xt)∇ωσ(Xt)∇2
ωF (t,Xt)Ztdt

+ 1
2∇ωσ(Xt)∇3

ωF (t,Xt)Ztd[X]dZt.

Using the quadratic variation, d[X] = (σ(Xt)dWt)2 = σ2(Xt)dt, leads to

d(∇ωF (t,Xt)Zt) = D(∇ωF (t,Xt))Ztdt+∇2
ωF (t,Xt)ZtdXt + 1

2σ
2(Xt)∇3

ωF (t,Xt)Ztdt

+ ∇ωσ(Xt)
σ(Xt)

∇ωF (t,Xt)ZtdXt + σ(Xt)∇ωσ(Xt)∇2
ωF (t,Xt)Ztdt.

Now, we group terms involving dt and dXt, respectively, together

d(∇ωF (t,Xt)Zt) =
[
D(∇ωF (t,Xt)) + σ(Xt)∇ωσ(Xt)∇2

ωF (t,Xt) + 1
2σ

2(Xt)∇3
ωF (t,Xt)

]
Ztdt

+
[
∇ωσ(Xt)
σ(Xt)

∇ωF (t,Xt) +∇2
ωF (t,Xt)

]
ZtdXt. (5.2.7)

Using the Pricing PDE (5.2.4), the Equation (5.2.7) becomes

d(∇ωF (t,Xt)Zt) = [D(∇ωF (t,Xt))−∇ω(DF (t,Xt))]Ztdt

+
[
∇ωσ(Xt)
σ(Xt)

∇ωF (t,Xt) +∇2
ωF (t,Xt)

]
ZtdXt

= −LF (t,Xt)Ztdt+
[
∇ωσ(Xt)
σ(Xt)

∇ωF (t,Xt) +∇2
ωF (t,Xt)

]
ZtdXt

We define the local martingale

dmt =
[
∇ωσ(Xt)
σ(Xt)

∇ωF (t,Xt) +∇2
ωF (t,Xt)

]
ZtdXt, (5.2.8)

with m0 = 0, and we assume that the integrand is integrable. Hence,

d(∇ωF (t,Xt)Zt) = −LF (t,Xt)Ztdt+ dmt. (5.2.9)

Now, we state the following assumptions on the functional F :

Assumption 5-A. 1. The Lie Bracket of F, LF , exists;

2. F ∈ C2,3;

3. g(XT ) ∈ L2.
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Assumption 5-B. LF (t, Yt) = 0, for continuous paths Yt.

In particular, if F is locally weakly path-dependent, then F satisfies Assumption (5-B). Then the
following result is true:

Theorem 5.2.2. Consider a path-dependent derivative with maturity T and payoff function
g : ΛT → R. If the price of this derivative, denoted by F , satisfies Assumptions (5-A) and
(5-B), then (∇ωF (t,Xt)Zt)t∈[0,T ] is a local martingale and the following formula for the Delta is
valid

∇ωF (0, Y0) = E
[
g(XT ) 1

T

∫ T

0

Zt
σ(Xt)

dWt|Y0

]
. (5.2.10)

Proof. We assume that F ∈ D(X) and that X and m are martingales. From

d(∇ωF (t,Xt)Zt) = (D(∇ωF (t,Xt))−∇ω(DF (t,Xt)))Ztdt+ dmt

= −LF (t,Xt)Ztdt+ dmt

and Assumption 5-B, £F (t,Xt) = 0 and since Xt is a continuous path P − a.s, we conclude
that

∇ωF (t,Xt)Zt = ∇ωF (0, X0) +mt, (5.2.11)

then (∇ωF (t,Xt)Zt)t∈[0,T ] is clearly a martingale. Now, we integrate Equation (5.2.11) with
respect to t and we get∫ T

0
∇ωF (t,Xt)Ztdt = ∇ωF (0, X0)T +

∫ T

0
mtdt.

Now, we take the expectations and note that E[mt] = m0 = 0

E
[∫ T

0
∇ωF (t,Xt)Ztdt

]
= E [∇ωF (0, X0)T ] + E

[∫ T

0
mtdt

]
.

By the dominated convergence theorem we can interchange the order of integration with the
expectation

E
[∫ T

0
∇ωF (t,Xt)Ztdt

]
= ∇ωF (0, X0)T +

∫ T

0
E[mt]dt

= ∇ωF (0, X0)T.

We make ∇ωF (0, X0) the subject

∇ωF (0, X0) = E
[

1
T

∫ T

0
∇ωF (t,Xt)Ztdt

]
.

By dt = d[X]
σ2(Xt) we have

∇ωF (0, X0) = E
[

1
T

∫ T

0
∇ωF (t,Xt)Zt

d[X]
σ2(Xt)

]

= E
[

1
T

∫ T

0
∇ωF (t,Xt)

Zt
σ2(Xt)

d[X]
]
.
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By Equation (4.2.5)

∇ωF (t,X0) = E
[
F (T,XT ) 1

T

∫ T

0

Zt
σ2(Xt)

dXt

]

= E
[
g(XT ) 1

T

∫ T

0

Zt
σ2(Xt)

σ(Xt)dWt

]

= E
[
g(XT ) 1

T

∫ T

0

Zt
σ(Xt)

dWt

]
.

Remark 5.2.3. For locally weakly path-dependent functionals, Theorem 5.2.2 suggests that the
weight takes the following form

π = 1
T

∫ T

0

Zt
σ(Xt)

dWt,

that is, Equation (5.2.10) takes the form

∇ωF (0, X0) = E[g(XT )π|X0].

Example 5.2.4. Suppose now, that we consider the Black-Scholes model, that is, σ(St) = σSt:

dSt = σStdWt,

where σ is constant. Then

∇ωF (0, S0) = E
[
g(ST ) 1

T

∫ T

0

Zt
σ(St)

dWt

]
.

In the Black-Scholes setup, σ(St) = σSt and Zt = St
S0
, then

∇ωF (0, S0) = E
[
g(ST ) 1

T

∫ T

0

St
S0σSt

dWt

]

= E
[
g(ST ) 1

S0σT

∫ T

0
dWt

]

= E
[
g(ST ) WT

S0σT

]
.

5.3 Gamma

Assumption 5-C. Dσ = D(∇ωσ) = 0 in ΛT .

This assumption is satisfied by time-homogeneous local volatility models, see Equation (5.1.4).

Then we assume that the tangent process given by Equation (5.2.2) satisfies the following deriva-
tive assumptions:
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Assumption 5-D. We consider the functional Z such that Z(Xt) = Zt:

1. DZ(Xt) = 0;

2. ∇ωZ(Xt) = ∇ωσ(Xt−)
σ(Xt−) Z(Xt−);

3. ∇2
ωZ(Xt) = 0.

The Gamma of a derivative is the sensitivity of its Delta with respect to the initial value of the
underlying asset, i.e. ∇2

ωF (t,Xt), if F (t,Xt) denotes the price of the derivative at time t and
its Delta exists. Now, we want to compute the Gamma of the price.

Theorem 5.3.1. Under Assumptions (5-A) and (5-B) for F and∇ωF and additionally assuming
that σ satisfies Assumption (5-C) and Assumption (5-D) on the tangent process Z(Xt), we find

∇2
ωF (0, X0) = E

[
g(XT )

(
π2 − ∇ωσ(X0)

σ(X0) π − 1
Tσ2(X0)

)]
,

where the weight π is given by
π = 1

T

∫ T

0

Zt
σ(Xt)

dWt

.

Proof. We set ηt =
∫ t

0

Zs
σ(Xs)

dWs. Then it follows that ∇ωηt = Z(Xt)
σ2(Xt)

, ∇2
ωηt = 0, and

Dηt = 0. Now, with s ∈ [0, T ], from Equation (5.2.10) we have

(T − s)Z(Xs)∇ωF (s,Xs) + F (s,Xs)η(Xs) = E[g(XT )η(XT )|Xs]. (5.3.1)

We define

g̃(XT ) = g(XT )η(XT ) and F̃ (s,Xs) = E[g̃(XT )|Xs].

Hence, Equation (5.3.1) becomes

F̃ (s,Xs) = (T − s)Z(Xs)∇ωF (s,Xs) + F (s,Xs)η(Xs). (5.3.2)

Now, we take the vertical and horizontal derivative of Equation (5.3.2):

∇ωF̃ (s,Xs) = (T − s)Z(Xs)∇2
ωF (s,Xs) + (T − s)∇ωσ(Xs)

σ(Xs)
Z(Xs)∇ωF (s,Xs)

+∇ωF (s,Xs)η(Xs) + F (s,Xs)
Z(Xs)
σ2(Xs)

, (5.3.3)

DF̃ (s,Xs) = −Z(Xs)∇ωF (s,Xs) + (T − s)Z(Xs)D(∇ωF )(s,Xs) +DF (s,Xs)η(Xs).

Now, we compute the mixed second order derivatives:

D(∇ωF̃ )(s,Xs) = −∇ωσ(Xs)
σ(Xs)

Z(Xs)∇ωF (s,Xs) + (T − s)∇ωσ(Xs)
σ(Xs)

Z(Xs)D(∇ωF )(s,Xs)

− Z(Xs)∇2
ωF (s,Xs) + (T − s)Z(Xs)D(∇2

ωF )(s,Xs) +D(∇ωF )(s,Xs)η(Xs)

+DF (s,Xs)
Z(Xs)
σ2(Xs)

, (5.3.4)
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∇ω(DF̃ )(s,Xs) = −∇ωσ(Xs)
σ(Xs)

Z(Xs)∇ωF (s,Xs)− Z(Xs)∇2
ωF (s,Xs)

+ (T − s)∇ωσ(Xs)
σ(Xs)

Z(Xs)D(∇ωF )(s,Xs) + (T − s)Z(Xs)∇ω(D(∇ωF ))(s,Xs)

+∇ω(DF )(s,Xs)η(Xs) +DF (s,Xs)
Z(Xt)
σ2(Xt)

. (5.3.5)

Now, to evaluate the Lie bracket of F̃ , we subtract Equation (5.3.4) from Equation (5.3.5):

LF̃ (s,Xs) = ∇ω(DF̃ )−D(∇ωF̃ )
= (T − s)Z(Xs)

[
∇ω(D(∇ωF ))(s,Xs)−D(∇2

ωF )(s,Xs)
]

+ [∇ω(DF )(s,Xs)−D(∇ωF )(s,Xs)] η(Xs).

Since the Lie bracket of F and ∇ωF are zero, then

LF̃ (s,Xs) = (T − s)Z(Xs)[0] + [0]η(Xs) = 0.

From Equation (5.3.1) we have

(T − s)Z(Xs)∇ωF̃ (s,Xs) + F̃ (s,Xs)η(Xs) = E [g̃(XT )η(XT )|Xs] .

Substituting Equation (5.3.3) yield

(T − s)Z(Xs)
[
(T − s)Z(Xs)∇2

ωF (s,Xs) + (T − s)∇ωσ(Xs)
σ(Xs)

Z(Xs)∇ωF (s,Xs) +∇ωF (s,Xs)η(Xs)

+F (s,Xs)
Z(Xs)
σ2(Xs)

]
+ F̃ (s,Xs)η(Xs) = E [g̃(XT )η(XT )|Xs] .

Now, we set s = 0, then note that Z(X0) = 1 and η(X0) =
∫ 0

0
Zt

σ(Xt)dWt = 0. Hence,

T

[
T∇2

ωF (0, X0) + T
∇ωσ(X0)
σ(X0) ∇ωF (0, X0) + 1

σ2(X0)F (0, X0)
]

= E [g̃(XT )η(XT )|X0] ,

which implies that

T 2∇2
ωF (0, X0) + T 2∇ωσ(X0)

σ(X0) ∇ωF (0, X0) + T

σ2(X0)F (0, X0) = E

g(XT )
(∫ T

0

Zt
σ(Xt)

dWt

)2
 .

Making ∇2
ωF (0, X0) the subject yields

∇2
ωF (0, X0) = E

g(XT )
(

1
T

∫ T

0

Zt
σ(Xt)

dWt

)2
− ∇ωσ(X0)

σ(X0) ∇ωF (0, X0)− 1
Tσ2(X0)F (0, X0).
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Substituting ∇ωF (0, X0) and F (0, X0) yields the desired result:

∇2
ωF (0, X0) = E

g(XT )
(

1
T

∫ T

0

Zt
σ(Xt)

dWt

)2
− ∇ωσ(X0)

σ(X0) E
[
g(XT ) 1

T

∫ T

0

Zt
σ(Xt)

dWt

]

− 1
Tσ2(X0)E [g(XT )]

= E
[
g(XT )

(
π2 − ∇ωσ(X0)

σ(X0) π − 1
Tσ2(X0)

)]
,

where π = 1
T

∫ T

0

Zt
σ(Xt)

dWt.

Example 5.3.2. Now, we consider the Black-Scholes model, that is, σ(St) = σSt, governed by:

dSt = σStdWt, (5.3.6)

where σ is constant. Then the weight

π = 1
T

∫ T

0

Zt
σ(St)

dWt,

with σ(St) = σSt and Zt = St
S0

can be rewritten to take the form:

π = 1
T

∫ T

0

St
S0σSt

dWt

= 1
S0σT

∫ T

0
dWt

= WT

S0σT
. (5.3.7)

Then the Gamma is given by

∇2
ωF (0, S0) = E

[
g(ST )

((
WT

S0σT

)2
− ∇ωσSt

σS0

Wt

S0σT
− 1
Tσ2S2

0

)]

= E
[
g(ST )

(
W 2
T

S2
0σ

2T 2 −
σWT

S2
0σ

2T
− 1
S2

0σ
2T

)]

= E
[
g(ST ) 1

S2
0σT

(
W 2
T

σT
−WT −

1
σ

)]
.

5.4 Vega

We consider the time-homogeneous local volatility model, with the diffusion σ taken in the
direction of σ̃:

dXε
t = rXε

tdt+ [σ(Xε
t )− εσ̃(Xε

t )] dWt, (5.4.1)
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where ε is very small and can be either positive or negative but not zero. Then we assume that
r = 0 to obtain:

dXε
t = [σ(Xε

t )− εσ̃(Xε
t )] dWt. (5.4.2)

We also introduce the Rn-valued tnagent process of the process with respect to ε

dZt = σ̃(Xε
t )dWt +

n∑
i=1

[σ′i(Xε
t )− εσ̃′i(Xε

t )]ZtdWti .

The pricing PDE given by Equation (5.1.6) takes the following form under the SDE given by
Equation (5.4.2):

DF (t,Xε
t ) = −1

2σ
2(Xε

t )∇2
ωF (t,Xε

t ) + ε

2 σ̃
2(Xε

t )∇2
ωF (t,Xε

t ). (5.4.3)

For g ∈ ΛT , define F ∈ ΛT by

Πg(σ(Xε
t )) = F (t,Xε

t ) = E [g(Xε
T )|Xε

t ] . (5.4.4)

Now, under the local volatility model Equation (5.4.2) we have the following path-dependent
version of the Itô formula:

F (T,Xε
T ) = F (0, Xε

0) +
∫ T

0
DF (t,Xε

t )dt+
∫ T

0
∇ωF (t,Xε

t )dXε
t

+ 1
2

∫ T

0
∇2
ωF (t,Xε

t )d[Xε]. (5.4.5)

We substitute Equation (5.4.2), (5.4.3) and d[Xε] = σ2(Xε
t )dt into Equation (5.4.5), we have

F (T,Xε
T ) = F (0, Xε

0)− 1
2

∫ T

0
σ2(Xε

t )∇2
ωF (t,Xε

t )dt+ ε

2

∫ T

0
σ̃2(Xε

t )∇2
ωF (t,Xε

t )dt

+
∫ T

0
σ(Xε

t )∇ωF (t,Xε
t )dWt − ε

∫ T

0
σ̃(Xε

t )∇ωF (t,Xt)dWt + 1
2

∫ T

0
σ2(Xε

t )∇2
ωF (t,Xε

t )dt

= F (0, Xε
0) + ε

2

∫ T

0
σ̃2(Xε

t )∇2
ωF (t,Xε

t )dt+
∫ T

0
σ(Xε

t )∇ωF (t,Xε
t )dWt − ε

∫ T

0
σ̃(Xε

t )∇ωF (t,Xε
t )dWt.

Taking the expectation throughout, yields

F (T,Xε
T ) = F (0, Xε

0) + ε

2E
[∫ T

0
σ̃2(Xε

t )∇2
ωF (t,Xε

t )dt
]
. (5.4.6)

Equation (5.4.6) can be written in particular, as

Πg(σ(Xε
T )− εσ̃(Xε

T )) = Πg(σ(Xε
0)− 0σ̃(Xε

0)) + ε

2E
[∫ T

0
σ̃2(Xε

t )∇2
ωF (t,Xε

t )dt
]
,
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according to Equation (5.4.4). We define the Vega of F (t,Xt) as the Fréchet derivative of
F (t,Xε

t ) with respect to the volatility, σ. This definition is consistent with the work by Dupire
(2019).

Then we can now evaluate the Fréchet derivative as

∂F

∂ε

∣∣∣∣∣
ε=0

= lim
ε→0

Πg(σ − εσ̃)− Πg(σ)
ε

= lim
ε→0

Πg(σ) + ε
2E
[∫ T

0 σ̃2(Xε
t )∇2

ωF (t,Xε
t )dt

]
− Πg(σ)

ε

= lim
ε→0

E
[

1
2

∫ T

0
σ̃2(Xε

t )∇2
ωF (t,Xε

t )dt
]
.

As ε→ 0, Xε
t → Xt. Hence, σ̃Xε

t → σ(Xt). Then we have

∂F

∂ε

∣∣∣∣∣
ε=0

= E
[

1
2

∫ T

0
σ2(Xt)∇2

ωF (t,Xt)dt
]
.

Under the similar assumptions as Theorem 5.3.1, this gives the following important result:

Theorem 5.4.1. Under the hypotheses of Theorem 5.3.1, the Vega satisfies

V = ∂f

∂ε

∣∣∣∣∣
ε=0

= E
[
g(XT )1

2

∫ T

0
σ2(X0)

(
π2 − ∇ωσ(X0)

σ(X0) π − 1
Tσ2(X0)

)
dt
]
. (5.4.7)

Remark 5.4.2. Theorem 5.4.1 avoids the computation of the second-order derivative,∇2
ωF (t,Xt).

Example 5.4.3. Again, we consider the Black-Scholes model, given by Equation (5.3.6) and
retain the weight (5.3.7). We observe that ∇ωσ(X0) = ∇ω(σSt) = σ so that from (5.4.7) the
Vega is given by

V = ∂F

∂ε

∣∣∣∣∣
ε=0

= E
[
g(ST )1

2

∫ T

0
σ2S2

0

((
WT

S0σT

)2
− σ

σS0

Wt

S0σT
− 1
Tσ2S2

0

)
dt
]

= E
[
g(ST )1

2

∫ T

0

σ2S2
0

S2
0σT

(
W 2
T

σT
−WT −

1
σ

)
dt
]

= E
[
g(ST ) σ2T

(
W 2
T

σT
−WT −

1
σ

)∫ T

0
dt
]

= E
[
g(ST ) σ2T

(
W 2
T

σT
−WT −

1
σ

)
T

]

= E
[
g(ST )1

2σ
(
W 2
T

σT
−WT −

1
σ

)]
.



Chapter 6
Conclusion

In this thesis, we study the pathwise functional Itô calculus for non-anticipative functionals, in-
spired by the work done by Föllmer (1981), Dupire (2019) and Cont and Fournié (2010); Cont
(2012); Cont and Fournié (2013). We introduced the quadratic variation for non-anticipative
functionals on a sequence of partitions, this allowed us to establish a pathwise change of variable
formula for functionals of continuous paths. Upon weakening some conditions, the vertical deriva-
tive was extended to accommodate adapted processes and ultimately establish a probability-free
Itô formula.

We have shown, in Chapter 4, that the hedging strategy is not only robust in the modelMσ for
the functional F but for all quadratic variational models. This is due to the special structure of
functionals. In addition, we obtained the pathwise hedging strategy for Asian options, see Exam-
ple 4.2.21. The weak Euler approximation was used to approximate square-integrable martingale
adapted to the filtration X by using a sequence of smooth functionals of X. This was done in
the sense of functional Itô calculus. Explicit expressions for the functional derivatives were derived.

The price of a path-dependent claim written as a function of the price path satisfies a functional
partial differential equation, see Theorem 5.1.2. For the computation of Greeks we make use
of the functional Itô formula together with the property of Lie bracket. In particular, we used
the weak derivative operator and the Itô stochastic integral. We were able to explicitly compute
analytically the formulae for Delta, Gamma and Vega for path-dependent volatility models. We
observed that under the Black-Scholes model the delta is not a martingale. The loss of mar-
tingale is due to the fact that the stock price models through its tangent process Z and the
path-dependence of the derivative contract in question. We provided examples of Greeks (delta,
gamma and vega) in the Black-Scholes model case. As in several other studies, the Greeks ob-
tained are expressed as an expectation of a product of the payoff functional and a weight function.

Future work will entail relaxing the regularity property of the functional F (i.e. the assumption
that F ∈ C2,3) and see if we can develop a density argument for the functional F . In our compu-
tation of Greeks we relied on the assumption that F ∈ C2,3. It will also be interesting to extend
our results to include discontinuous case as most interesting contingent claims are discontinuous,
for example the digital option. Another future work, would be to study or establish the relation-
ship between our approach, the pathwise functional Itô calculus, and other approaches like the
Malliavin calculus, and approaches involving the Markovian property. One would like to indicate
clearly the relationship between these approaches.

The pathwise functional Itô calculus is useful in studying non-anticipative events and promises a
lot of applications in mathematical finances and other fields.
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